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Abstract

A search for dark matter produced in association with a SM Higgs boson which decays to a pair
of bottom quarks using p− p collisions at a center-of-mass energy of 8 TeV is presented. The
dataset collected by the ATLAS detector at the LHC corresponds to an integrated luminosity
of 20.3 fb−1. The observed data are found to be consistent with the expected Standard Model
backgrounds. Exclusion limits are presented for the mass scales of various effective field
theory operators that describe the interaction between dark matter particles and the Higgs
boson. Model-independent upper limits are also placed on the visible cross-sections for
H(→ bb̄)+Emiss

T events with Emiss
T above 300 GeV and 400 GeV.
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Chapter 1

Introduction

The discovery of Higgs at the Large Hadron Collider (LHC) completed the particles predicted in
the Standard Model (SM) of elementary particle physics. The SM describes almost everything
we see in the laboratory. It is both remarkably simple and very powerful, but it is not an entirely
satisfactory theory. The SM is certainly not the end of the story, no one thinks it is.

So what is wrong with the SM? There are fundamental physical phenomena in nature that
the SM does not adequately explain. For example, among the open questions one could ask
are the following: What causes the difference between matter and antimatter, and is it related
to the origin of the matter in the Universe? Why is there a huge difference in the strength of
fundamental forces? How does one quantise gravity and how does one unify the fundamental
interactions? What is the nature of dark energy and dark matter (DM)?

While all of the questions mentioned above are equally important, this thesis will be
focusing on the last, i.e the search for DM - a hypothetical type of matter that is non-luminous
and cannot be seen directly in our present observations, but influencing the evolution of the
universe only through its gravitational effect. In fact, the latest result from an analysis of
Planck’s full data [1] indicates that the total mass-energy of the universe consists of 68.3% dark
energy and 4.9% ordinary matter. The remaining 26.8% which is about five times as much as
the ordinary matter is consisted of DM. Plenty of evidences for the existence of DM have been
accumulated from the last century to now. Some of these evidences will be described in more
detail in Section 1.1.

The existence of ubiquitous DM has been accepted for years but what constitutes DM is still
an open question. A myriad of CDM candidates have been suggested. In this thesis, we focus
on one particular candidate, that is the WIMP. More details will be considered in Section 1.2.
Various experiments searching for DM have established increasingly strong constraints on the
DM mass and interaction cross sections. Section 1.3 attempts to give an overview to some of
the recent DM searches and to summarise their status.

We formally state the purpose and the motivation of our works in Section 1.4. In order
to perform a mono-Higgs search, first we need know what a DM signal at the LHC will look
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like. In doing so, one needs to construct a DM model. For we are interested in conducting a
model independent search, we adopted the effective field theory (EFT) formalism, which is
discussed in Section 1.5. This is followed by Section 1.6 where we enumerate the possible EFT
operators for generating mono-Higgs signatures at the LHC. Next, Section 1.7 will summarised
the regions of valid parameter spaces for each of the EFT operator under consideration. Next,
Section 1.8 presents a quick overview of the analysis strategy. Finally a brief overview of the
thesis will be given in Section 1.9.

1.1 Evidences of the existence of dark matter
The existence of DM is indirectly inferred from its influence on the evolution of the universe
through its gravitation effect. Fritz Zwicky estimated the mass-to-light ratio1 in the Coma
cluster to be ≈ 400hoϒ⊙ [2], where ho is the dimensionless Hubble parameter. Compared to the
typical value of ϒ in the bright central part of galaxies (≃ 10−20hoϒ⊙ [3]), the measured value
shows that the total mass of the Coma cluster is at least ten times larger than can be explained by
the starlight seen in all the member galaxies. Although initially met with skepticism, the similar
observations from the Local Group [4] and the Virgo cluster [5] provide further confirmation to
Zwicky’s results. That said, a more widely recognised observational evidence in favour of DM
in galaxies is the observations of the absence of the “Keplerian fall2” in the rotational curves of
spiral galaxies. Contrary to the expectation, Rubin et. al. [6–8] and Roberts et. al. [9] in the 80s
observed a rather flat rotation curve (see Figure 1.1, suggesting that either Newtonian gravity
does not apply universally or that galaxy masses grow approximately linearly with radius well
beyond the galactic bulge. The other observations (e.g. [10]) showed that the flat behaviour
continued beyond several optical radii. The pioneering theoretical studies such as [11, 12]
suggested the presence of a massive halo of DM around galaxies. This DM halo model was
further strengthen by the recent observations [13–15].

Another evidence of the existence of DM comes from the study of X-ray emission from
hot gas in large elliptical galaxies or intergalactic space in clusters. By comparing the X-ray
mass profile (obtained by measuring of the X-ray temperature of the hot gas) with the visible
mass profile estimated from the other methods (e.g measurement of the luminosity or optical
spectrum) we could obtain the constraints on the contribution of the non-visible mass. Also,
hot gas is held in the cluster by gravity. If the mass of the galaxy is not enough to explain the

1mass-to-light ratio, ϒ, typically expressed in units of solar mass to solar luminosity (ϒ⊙ = M⊙/L⊙), is a good
indicator of the presence of DM in a given region. Value of mass-to-light ratio that is greater than unity indicates
that most of the matter in these objects does not reside within stars but is present in some form of non-luminous
matter.

2Under the so-called Keplerian approximation, a test particle is assumed to be so far away as to ’feel’ the
galaxy as a point-mass. If a system is in virial equilibrium its circular velocity is given by V 2(R) = AGM(R)/R,
where A is a function of the eccentricity and M is the mass inside the homogeneous spheroid with radius R. Since
M(R) ∝ ρR3, we have V (R) ∝

√
ρR for R ≤ R0 and V 2(R) ∝ M(R0)/R for R > R0. The circular velocity has a

Keplerian fall exterior to the mass distribution.

2
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(a)

M33
halo

stellar disc

gas

(b)

Fig. 1.1 (a) Rotation velocities of seven galaxies as a function of distance from the galaxy nucleus [7].
The general flatness of the curves are notable. The Keplerian fall is not observed.(b) M33 rotation curve
compared with the best-fitting model (continuous line). Also shown are the halo, the stellar disc and the
gas contribution (modified from [13]).

presence of this gas, that implies huge amounts of additional, invisible matter are needed for
gravity to balance the pressure of the gas. In fact the data from Einstein Observatory [16] have
shown that the mass of M87 elliptical galaxy is much larger than the visible mass. Recent
data from the NASA’s Chandra X-ray observatory [17, 18] has allowed astronomers to tightly
constrain the distribution of DM content, which increases smoothly all the way into the central
galaxy of the cluster.

Gravitational lensing - the bending of light-rays passing through a gravitational field, can
be used to determine the mass of a massive object (such as a cluster of galaxies) or characterise
its mean distribution. This technique has the advantage that it is a purely geometrical effect that
is free from the astrophysical assumption and can be applied to all matter regardless of their
composition and their dynamical states. In particular, the marriage of the X-ray observation and
the weak gravitational lensing1 allows one to use cluster collisions to get important information
on the nature of DM. In most regions of the universe ordinary matter and DM are bound
together by gravitational attraction, as shown by the large-scale DM distribution survey [19].
Under certain circumstances, such as colliding cluster of galaxies, ordinary matter and DM
may be separated. This is exactly what has been observed by Clowe and his colleagues [20]
in the Bullet Cluster. The hot plasma cloud which represent most of the ordinary matter in
the cluster pair was shocked and decelerated due to electromagnetic interaction between gas

1Gravitational lensing can be divided in three regimes: strong lensing, weak lensing, and micro lensing. In
strong lensing, the observer sees multiple images or ring-liked structures of the source. Instead, in weak lensing
only minute distortion of the background sources are observed. Lastly if the mass is very small, one only observes
micro-lensing which involves a magnification of the brightness of the lensed object.

3



Introduction

particles. Its distribution from X-rays data are shown in Figure 1.2 as colour map with whiter
regions corresponding to higher matter concentration. Contours superimposed over both image
are the mass density contours reconstructed from the weak-lensing data. The inner 3 contours
(correspond to 68.3%, 95.5%, and 99.7% confidence levels) show the errors on the positions of
the mass density peaks. Two major peaks are clearly visible in the reconstruction. Both peaks
are offset from the centre of mass of their respective plasma clouds. If models without DM
(such as Modified Newtonian Dynamics) were right, the mass density peaks should be near
the centre of mass of their respective plasma cloud. Instead, Clowe’s team observed an 8 σ

spatial offset of the centre of the total mass from the centre of the plasma mass peaks. This
result shows that most of the mass in the cluster pair is in the form of DM, which bypassed
the gas regions during the collision (since DM is only weakly interacting, other than via the
gravitational force). Their observation provides the best evidence to date for the existence of
DM and effectively rules out modifications of Newtonian gravity as the explanation of DM.

No. 2, 2006 DIRECT EMPIRICAL PROOF OF EXISTENCE OF DARK MATTER L111

Fig. 1.—Left panel: Color image from the Magellan images of the merging cluster 1E 0657!558, with the white bar indicating 200 kpc at the distance of the
cluster. Right panel: 500 ks Chandra image of the cluster. Shown in green contours in both panels are the weak-lensing k reconstructions, with the outer contour
levels at k p 0.16 and increasing in steps of 0.07. The white contours show the errors on the positions of the k peaks and correspond to 68.3%, 95.5%, and
99.7% confidence levels. The blue plus signs show the locations of the centers used to measure the masses of the plasma clouds in Table 2.

TABLE 2
Component Masses

Component
R.A.
(J2000)

Decl.
(J2000)

MX
(1012 M,)

M∗
(1012 M,) k̄

Main cluster BCG . . . . . . . . 06 58 35.3 !55 56 56.3 5.5 ! 0.6 0.54 ! 0.08 0.36 ! 0.06
Main cluster plasma . . . . . . 06 58 30.2 !55 56 35.9 6.6 ! 0.7 0.23 ! 0.02 0.05 ! 0.06
Subcluster BCG . . . . . . . . . . 06 58 16.0 !55 56 35.1 2.7 ! 0.3 0.58 ! 0.09 0.20 ! 0.05
Subcluster plasma . . . . . . . . 06 58 21.2 !55 56 30.0 5.8 ! 0.6 0.12 ! 0.01 0.02 ! 0.06

Notes.—Units of right ascension are hours, minutes, and seconds, and units of declination are degrees,
arcminutes, and arcseconds. All values are calculated by averaging over an aperture of 100 kpc radius
around the given position (marked with blue plus signs for the centers of the plasma clouds in Fig. 1);
measurements for the plasma clouds are the residuals left over after the subtraction of the circularlyk̄

symmetric profiles centered on the BCGs.

Both peaks are offset from their respective BCGs by ∼2 j but are
within 1 j of the luminosity centroid of the respective component’s
galaxies (both BCGs are slightly offset from the center of galaxy
concentrations). Both peaks are also offset at ∼8 j from the center
of mass of their respective plasma clouds. They are skewed toward
the plasma clouds, and this is expected because the plasma con-
tributes about one-tenth of the total cluster mass (Allen et al. 2002;
Vikhlinin et al. 2006) and a higher fraction in nonstandard gravity
models without dark matter. The skew in each k peak toward the
X-ray plasma is significant even after correcting for the overlap-
ping wings of the other peak, and the degree of skewness is
consistent with the X-ray plasma contributing of the ob-"9%14%!8%
served k in the main cluster and in the subcluster (see"12%10%!10%
Table 2). Because of the large size of the reconstruction (34! or
9Mpc on a side), the change in k due to themass-sheet degeneracy
should be less than 1%, and any systematic effects on the centroid
and skewness of the peaks are much smaller than the measured
error bars.
The projected cluster galaxy stellar mass and plasma mass

within 100 kpc apertures centered on the BCGs and X-ray
plasma peaks are shown in Table 2. This aperture size was
chosen because smaller apertures had significantly higher k
measurement errors and because larger apertures resulted in a
significant overlap of the apertures. Plasma masses were com-
puted from a multicomponent three-dimensional cluster model
fit to the Chandra X-ray image (details of this fit will be given
elsewhere). The emission in the Chandra energy band (mostly
optically thin thermal bremsstrahlung) is proportional to the
square of the plasma density, with a small correction for the

plasma temperature (also measured from the X-ray spectra),
which gives the plasma mass. Because of the simplicity of this
cluster’s geometry, especially at the location of the subcluster,
this mass estimate is quite robust (to a 10% accuracy).
Stellar masses are calculated from the I-band luminosity of

all galaxies equal in brightness or fainter than the component
BCG. The luminosities were converted into mass by assuming
(Kauffmann et al. 2003) . The assumed mass-to-lightM/L p 2I
ratio is highly uncertain (and can vary between 0.5 and 3) and
depends on the history of the recent star formation of the gal-
axies in the apertures; however, even in the case of an extreme
deviation, the X-ray plasma is still the dominant baryonic com-
ponent in all of the apertures. The quoted errors are only the
errors on measuring the luminosity and do not include the
uncertainty in the assumed mass-to-light ratio. Because we did
not apply a color selection to the galaxies, these measurements
are an upper limit on the stellar mass since they include con-
tributions from galaxies not affiliated with the cluster.
The mean k at each BCG was calculated by fitting a two-

peak model, each peak circularly symmetric, to the reconstruc-
tion and subtracting the contribution of the other peak at that
distance. The mean k for each plasma cloud is the excess k
after subtracting off the values for both peaks.
The total of the two visible mass components of the sub-

cluster is greater by a factor of 2 at the plasma peak than at
the BCG; however, the center of the lensing mass is located
near the BCG. The difference in the baryonic mass between
these two positions would be even greater if we excluded the
contribution of the nonpeaked plasma component between the

Fig. 1.2 X-ray image from Chandra X-ray Observatory that traces hot plasma of two colliding clusters
of galaxies, called Bullet Cluster, are in the process of moving through each other. The spatial offset
between the observed mass density peaks and the plasma cloud mass density peaks suggest that most of
the mass in the cluster pair is in the form of dark matter. Figures taken from [20].

Another cosmological evidence in favour of DM is from the fluctuations in the Cosmic
Microwave Background (CMB) - afterglow radiation left over from the hot Big Bang. The
small scale fluctuations can be attributed to the so-called acoustic oscillations. Before the
recombination, the matter was distributed almost uniformly in space, with only small variations
due to quantum fluctuation. At denser regions, the force of gravity caused matter to fall inward
while at the same time outward pressure was exerted by photons due to Thomson scattering
with free charge particles. These competing forces caused matter to oscillate in-and-out of
the dense regions. In turn, this oscillation caused the matter to heat up when it fell in and
to cool off when it flowed out. This process repeats until the recombination and the photon
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decoupled from the matter. Depending on the location in the cycle, the photons in thermal
equilibrium with the matter emerged vary in temperature. So the temperature variations in
the CMB can give us information on the initial density perturbations and information on the
amount of different types of matter at the time of recombination.

The temperature fluctuation can be presented in the form of a power spectrum. Typical
information that can be obtained from this power spectrum of the CMB includes baryon density,
matter density, dark energy density and so on. These parameters are obtained by fitting the
observed data with a cosmological model (e.g. ΛCDM) model). The Wilkinson Microwave
Anisotropy Probe (WMAP) [21, 22] and the Planck spacecraft [1] provided the most detailed
measurements of CMB power spectrum and showed that the existence of DM is favoured. By
combining different techniques, such as the Baryonic Acoustic Oscillations [23], CMB, Big
Bang Nucleosynthesis(BBN) [24], supernovae [25], and the structure formation [26, 27], better
constraints to the dark energy density as well as the matter density, and thus to the DM content
of the universe can be obtained.

In conclusion, the evidence for dark matter is very compelling. Having established the need
for dark matter, in the next two sections we will discuss possible particle candidates for DM
and its properties.

1.2 WIMPs as dark matter
According to the Lambda-Cold Dark Matter (ΛCDM) model, a DM candidates must have the
following characteristics:

1. It must be non-relativistic (cold) at freeze-out or else the structure formation would fail.
As explained previously, CMB anisotropy is extremely smooth. Particles moving at
relativistic speed cannot effectively clump into gravitational wells needed for the initial
structure formation.

2. It should interact very weakly with electromagnetic radiation. If DM is not electrically
neutral, it will scatter light and thus would not qualify as dark matter.

3. It must be stable (at least with the lifetime exceeding the age of the universe) due to the
stability of the halo.

4. Its abundance must be compatible with the observations over a wide range of scales
(galactic, galaxy cluster, and cosmological) and experimental techniques.

There is in fact no shortage of candidates for explaining the nature of the DM described
previously. While some of these DM candidates are created specifically to account for the
missing DM, others emerge quite naturally from the solutions to the problems in the SM. A
few of the more popular candidates include axions, sterile neutrinos, and WIMPs. Out of all
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the possible DM candidates, we have chosen to focus on WIMPs. WIMPs are not a specific
elementary particle, but rather an entire class of possible new fundamental particles. There
exists no clear definition of a WIMP, but broadly a WIMP DM candidate must satisfy the
criteria mentioned in the previous paragraph. Their mass can lie in the range of a few GeV to
100 TeV.

WIMP looks particularly attractive from the point of view of particle physics and for this
analysis. This is because in some scenarios WIMP arises naturally as a by-product with no
extra restrictions on the theory to account for DM. Two examples of such scenario are the
Supersymmetry (SUSY) and Universal Extra Dimension (UED) models. The conservation
of discrete symmetry imposed in such models ensure that the corresponding lightest particle
predicted in each model is stable against decay and constitutes a candidate for DM. For example,
one of the most studied supersymmetric DM candidate is the lightest neutralino (χ̃0

1 ), which
arises naturally in the R-parity conserving models in the Minimal Supersymmetric Standard
Model via direct (q̃ → qχ̃0

1 ) or one-step (q̃ → qhχ̃0
1 ) decay of squark as shown in Figure 1.3.
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Fig. 1.3 The decay topologies of squark-pair production with (a) direct or (b) one-step decays of squarks
to the lightest neutralino.

What is more, as we shall see later, the interest in WIMPs as the most well-motivated
DM candidates stems from the fact that WIMPs in thermal equilibrium in the early universe
naturally have the right abundance to be DM. The self-annihilation cross section that gives
the right WIMP relic density is of the order of weak interaction. This makes the detection
of WIMPs possible. The latter aspect is important as it provides a means to test the WIMP
hypothesis. Hence, we will restrict our discussion of DM candidates to WIMP.

WIMP relic abundance

The standard well accepted scenario is that WIMP is thermally produced, or in other words,
WIMP was in thermal equilibrium with the primordial plasma before freezing out and leaving a
relic density. The relics produced this way will be called thermal relics and its final abundance
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is set by the standard freeze-out mechanism for large annihilation rates, irrespective of the
initial conditions.

During the radiation-dominated epoch and before the big bang nucleosynthesis, the universe
was densely filled with WIMP, photons as well as free protons, neutrons and electrons. The
temperatures remain too high for the binding of electrons to nuclei. This cosmic soup was
in thermal equilibrium, i.e. the annihilation and production rate of each particle species is
equal to each other. The non-relativistic WIMP number density nχ as a function of time, t, can
quite adequately be approximated by the Boltzmann equation1. Assuming a generic WIMP
scenario, where two WIMP particles, χ can annihilate to form two light particles (also in
thermal equilibrium) according to the process χχ̄ ↔ YȲ . The Boltzmann equation can be
written in the form of:

dnχ

dt
=−3Hnχ −⟨σν⟩[(n2

χ)− (neq
χ )2] (1.1)

where ⟨σν⟩ is the thermal averaged cross section times the relative velocity of the interacting
particles and H is the Hubble constant. neq

χ is the WIMP equilibrium number density and for
the non-relativistic WIMP we are considering, neq

χ can be written as [28, 29]:

neq
χ = g∗

∫ d3p
(2π)3 e−

√
|p|2+m2

χ/T
=

{
g∗(

mχ T
2π

)3/2e−mχ/T if mχ ≫ T

g∗ T 3

π2 if mχ ≪ T
(1.2)

where g∗ is the number of internal degrees of freedom of χ (e.g., spin or color). There is then
only one unknown, nχ , the abundance of the WIMP.

Equation 1.1 simply states that the rate of change in the abundance of a WIMP is the
difference between the rates for producing and eliminating WIMP particle, taking into account
the dilution that comes from the Hubble expansion. In thermal equilibrium the number density
tracks the equilibrium number density as in Equation 1.2. The universe cools as it expands.
When the temperature dropped below WIMP mass its number density would be suppressed
by e−mχ/T . In fact if the equilibrium were kept until today, there would be no WIMP left.
Fortunately, the density of WIMP decreases as the universe expands. However, at some
point known as the freeze-out point at the temperature, Tf r, the expansion rate outstrips the
annihilation rate and the Hubble term becomes dominant. At that point, the WIMP dropped out
of equilibrium and its abundance freeze out to a constant value that became the present-day
relic density.

Starting at an early time when all particles were in equilibrium, one can integrate Equa-
tion 1.1 and obtains the number density at t = 0 (present time). Once we obtained the current
number density, the relic abundance is simply Ωχ = ρχ/ρcr where current mass density
ρχ = mχnχ and the critical density of the Universe, ρcr = 3H2

0/8π . An approximate solution

1The distinction between Bose, Fermi and Boltzmann statistics is negligible by the time the WIMP species
freezes out, i.e. the temperature of the plasma approaches the particle’s mass.
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of the Boltzmann equation provides the current WIMP relic density as [28]:

Ωχh2 ≃ 0.1pb · c
⟨σν⟩ (1.3)

Now to get the current WIMP relic abundance of ∼ 0.1, we need a cross section of order 1
pb, which is about what one would expect from a weakly interacting particle. This strong link
between the sizeable interactions between WIMP particles and SM states and the idea of thermal
freeze-out is sometimes referred to as the “WIMP miracle". It justifies the excitement for
WIMP searches at the LHC. Figure 1.4 illustrates how the freeze-out relic density changes with
increasing ⟨σν⟩. Particles with larger cross sections freeze out later, and this later freeze-out
carries along with it a lower relic abundance.

Fig. 1.4 Evolution of a WIMP number density in the early universe. Y is a dimensionless quantities
defined as Y ≡ nχ/T 3. Y tracks its equilibrium value Yeq until x ∼ 10, and then levels off to a frozen-out
constant. WIMP with larger annihilation cross section end up with smaller densities. If Y continue
to track its equilibrium value without frozen out, there will be no such particles in our universe today.
Figure is taken from Reference [30].

At this point, it is important to point out that starting from this point onward and throughout
this thesis, the term “DM” will always refers to WIMP as the candidates unless explicitly
specified otherwise.
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1.3 Experimental searches for dark matter

1.3 Experimental searches for dark matter
In general the search for DM can be broadly divided into three classes depending on the
interaction of DM with SM particles, namely direct detection, indirect detection and collider
production. All three of them are related and complementary to each other as can be seen
from the diagrams in Figure 1.5. The direct detection experiments rely on the detection of
signal when DM scatters off an atomic nucleus, while the indirect detection experiments aim
to detect annihilation products of DM. On the other hand, the collider experiments look for
DM production in high energy particles collision through the telltale sign of missing energy
accompanied by a recoiling object. The latter approach has been adopted in this thesis. Below,
we will briefly discuss the detection principle and the current status of each approach.

(a) Direct detection (b) Indirect searches (c) Collider production

Fig. 1.5 Three types of generic DM search, (a) direct detection, (b) indirect detection and (c) collider
production. They are complementary to each other. The blob at the centre is the mediator that connect
DM to SM particles.

1.3.1 Direct detection

In DM Standard Halo Model, it is speculated that our Milky Way Galaxy is embedded in
a much larger, roughly spherical halo of DM. Even though the DM are weakly interacting,
a small but potentially measurable fraction will elastically scatter off nuclei in a terrestrial
detector as they pass through the Earth. The expected interaction rate mainly depends on the
DM mass and the DM-nucleus interaction cross section. In general the interaction cross section
can be decomposed into spin-independent (SI) and spin-dependent (SD) parts, depending
fundamentally on the nature of the couplings in the Lagrangian which describes the DM
interaction with quarks. The contributions to the spin-independent part of the cross section
originates from scalar and vector couplings to quarks, whereas the contribution to the spin-
dependent cross section arises from axial-vector couplings. Typically SD cross sections are
smaller than SI cross sections by a factor approximately equal to the square of the mass of the
nucleus. As a result, the bounds on the latter are considerably better than those on the former.
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Fig. 1.6 DM cross sections (normalised to a single nucleon) for spin-independent coupling versus mass.
Plot taken from [31]. In the orange region on the lower left corner, coherent neutrino scattering becomes
an important background [32].

Experimental signatures for direct DM detection are strong daily asymmetry of the nuclear
recoil direction and small annual modulation of the recoil rate. The expected recoil rates is
typically much smaller than background radiation, ranging from about one event [33] to less
than 10−3 events per kilogram detector material per year. With the expected DM masses in
the range of 10 GeV to 10 TeV, the typical nuclear recoil energy is of order between 1 to
100 keV. Thus, to observe a DM-induced nuclear recoil spectrum, a low energy threshold, an
ultra-low background noise and a relatively large target mass are essential. To achieve necessary
sensitivity, usually direct detection experiments are located deep underground to shield against
cosmic ray backgrounds.

A variety of experiments have been employed to search for the tiny nuclear recoil signal
but none of them gave a conclusive confirmation of DM detection. Figure 1.6 illustrate the
exclusion limits on DM scattering cross sections, normalised to scattering on a single nucleon,
for spin independent couplings as functions of DM mass. The current best limit is set by the
Large Underground Xenon dark matter experiment, or LUX [34, 35]. The next generation
experiments such as SuperCDMS-SNOLAB, DARk matter WImp search with Nobel liquids
(DARWIN) [36], Large Underground Xenon-ZonEd Proportional scintillation in LIquid Noble
gases (LUX-ZEPLIN) [37] are expected to push the sensitivity further down and towards lower
DM mass region.
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1.3.2 Indirect searches

Indirect searches refers to the observation of annihilation or decay products of WIMPs which
includes neutrinos, gamma rays, positrons and antiprotons. Since the flux of annihilation
products scales with ρ2

χ , the regions with large DM concentration, such as the core of stars
and the galactic centre are of highest interest. One of the potential signatures for indirect
detection is mono-energeticc photons from DM annihilation in the halo. Furthermore, excess
of antiparticles coming from DM annihilation over the expected antipaticle spectrum also can
provide a possible evidence for the presence of DM. Lastly, higher annihilation rate due to
trapped DM in the Sun core will give rise to excess of high energy neutrinos over the solar
neutrino background.

Several existing observational anomalies have caused some excitement. The previous
Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics (PAMELA) mea-
surement of the positron fraction between 1.5 and 100 GeV showed the deviation from the
background models [38]. The recent measurements [39, 40] also show a rise of the positron
fraction between 10 and 200 GeV. The first result of Alpha Magnetic Spectrometer (AMS) [41]
showed an unexplained excess of high-energy positrons in Earth-bound cosmic rays. The
further measurement of AMS [42] confirms the positron excess. These observations can in
principle be explained through the annihilation of DM particles in space, but not yet sufficiently
conclusive to rule out other explanation. More data at higher energy will be needed to confirm
a DM origin. Another observation from Fermi-Large Area Telescope (FERMI/LAT) showed
an excess of mono-energetic photons with energy of 133 GeV. However, with only a local
significance of 3.3σ or a global significance of 1.5σ , this result is below the significance
required of an unambiguous signal.

1.3.3 Collider production

Another way to search for DM is to produce and detect the signature of DM at particle collider
such as the Tevatron and the LHC. One of the main advantages of collider searches is that they
do not suffer from astrophysical uncertainties. For example, the direct detection rate depends
on the local DM density whose current best estimate suffers from a systematic uncertainty up
to 40% [43]. On the other hand, the indirect detection rates rely critically on the distribution of
DM and on other astrophysical properties such as the galactic magnetic and radiation fields.

Other important strengths of the collider searches compared to the direct detection exper-
iments can best be illustrated in Figure 1.7, which show the effective collider constraints on
the parameter space of DM-nucleon interaction cross section (σN

SI/SD) and DM mass (mχ ) for
the different operators that couple to SM particles. The most striking feature of the collider
constraints is the fact that they provide a strong bound for DM lighter than a few GeV (colliders
are able to copiously produce the light DM provided that the production cross section is not
very small). This is highly contrast to direct detection constraints which have limited sensitivity
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to light DM due to their low energy threshold requirement (Erecoill ∼O(10 keV)). Furthermore
if the DM primarily couples to gluons (labeled as D11 in Figure 1.7a), the constraints from
colliders become especially strong comparing to any SI search. In addition, unlike the case for
direct detection, collider results are insensitive to the the spin content of nucleus (or Lorentz
structure of the interaction). This allows the collider searches to have complementary coverage
at intermediate masses, as evidenced in Figure 1.7.
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FIG. 1: Current experimental limits on spin-independent WIMP direct detection from CRESST

[52], CDMS [53], Xenon 10 [54], CoGeNT [13], and Xenon 100 [15], (solid lines as labeled), as well

as the CoGeNT favored region [13] and future reach estimates for SCDMS [55] and Xenon 100

[56], where we have chosen the line using a threshold of 3PE and the conservative extrapolation

of Leff (dashed lines as labeled). Also shown are the current Tevatron exclusion for the operator

D11 (solid magenta line) as well as LHC discovery reaches (dashed lines as labeled) for relevant

operators.

collider bounds. The case of a light mediator with a particular

dark matter + dark matter ↔ SM-neutral mediator ↔ SM + SM

completion structure was considered in [9]. Beyond these particular constructions, many

models have additional light states which UV complete the interactions between the dark

matter and the Standard Model through a

dark matter + SM ↔ SM-charged mediator ↔ dark matter + SM

topology. It would be relatively simple to consider a complete set (as dictated by SM gauge

and Lorentz invariance) of UV completions, and it would be interesting to see how our

bounds are modified in the presence of such new states, and whether new collider signals
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FIG. 2: Current experimental limits on spin-dependent WIMP direct detection from Picasso [57],

KIMS [58], and Xenon 10 [54], as well as the future reach of DMTPC [59]. Also shown are the

current Tevatron exclusions (solid lines as labeled) and LHC discovery reaches (dashed lines as

labeled) for relevant operators.

can be found to constrain such models. We leave detailed exploration of these issues for

future work.

Finally, we note that while effective theories may not always capture our favorite parame-

ters of our favorite UV-complete models, they do provide a language to describe WIMP-SM

interactions which captures a wide class of theories in a fairly model-independent fashion.
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(b) Spin-dependent limits

Fig. 1.7 Experimental limits comparison (as of 2011) for (a) SD DM direct detection from CRESST,
CDMS, Xenon 10, CoGeNT, Xenon 100 and SCDMS and (b) SI DM direct detection from Picasso,
DMTPC, KIMS and Xenon 10. Also shown are the collider constraints from Tevatron and the LHC.
Solid lines represent the current result for each experiment while dash lines show the future reach
estimates. Plots are taken from Reference [44]. For a complete list of operators coupling DM to SM
particles considered in these plots, see Reference [44].

Due to their extremely weak interaction with SM particles, DM will essentially pass through
the detector undetected, just like neutrinos. The resulting signature, the missing transverse
energy Emiss

T can be used to infer the presence of DM. One approach is to search for the Emiss
T

together with multi-parton or multi-lepton final states from a cascade decays of heavier states.
Such method is often used in the search for the lightest supersymmetry particles. An alternative
approach is to look for pair-produced DM with one recoiling object as trigger for the event.
Such event is dubbed mono-object or mono-X event. These searches are characterised by a
common strategy that require high Emiss

T and a high quality recoiling object in final state to
constitute a clean and distinctive signature. The recoiling object can be a hadronic jet [45] or
heavy-flavor jet [46], a single photon [47], or a W or Z boson [48–50], mostly stemming from
initial state radiation (ISR). So far, there is no evidence for DM from all these LHC searches.
Most of them are limited by statistics and therefore promise gains in sensitivity with increased
luminosity.

12



1.4 Analysis statement and motivation

1.4 Analysis statement and motivation
The discovery of Higgs boson in 2012 has opened up new possibilities in searches for new
physics. If DM is indeed associated with the scale of electroweak symmetry breaking, Higgs-
related signatures in the LHC are a natural place to search for it. This thesis described a search
for DM pair production in association with a Higgs boson, hχχ , which is dubbed “mono-Higgs"
search. What makes mono-Higgs stand out as being of crucial importance, in contrast to other
mono-X processes is that Higgs boson is preferentially emitted as a part of the effective vertex
coupling of DM to the SM since Higgs boson coupling to quarks is small. In comparison, a jet,
a photon, a W boson or a Z boson may either be emitted as part of the effective vertex coupling
or directly from quarks as initial state radiation. This means that by studying mono-Higgs
process, we can probe the structure of the effective DM-SM coupling.

At ATLAS, the mono-Higgs search using Higgs to two photons decay channel has been
performed [51]. The result is consistent with the SM expectation. We believe that the mono-
Higgs channel involves a b-quark pair in the final state is more promising. This is because the
Higgs→ bb̄ decay channel gives the best statistics for the signal since it has the largest branching
ratio for a Higgs boson with mass mh = 125 GeV, Br(Higgs→ bb̄)≈ 0.577. Nonetheless, since
it has more backgrounds to deal with compared to the two photon channel, a good background
rejection is of crucial importance. To achieve this, we capitalise on the event topology where
the Higgs boson is produced with sufficiently high transverse momentum that the two b-jets
from its decay are very collimated. We can then draw from a number of newly developed novel
techniques to effectively identify such Higgs bosons with high transverse momentum.

On the issue of what theoretical framework should be used to model the the production of
mono-Higgs event at the LHC, our ignorance of the particle physics nature of DM compels
us to take the model independent approach. We want to make as few assumptions as possible.
This can be achieved via the effective field theory framework. This approach is desirable from
the practical perspective as only a minimal number of new parameters are introduced.

1.5 Effective field theory framework
In the effective field theory (EFT) framework, DM is assumed to be the only accessible new
degree of freedom. The coupling of DM to SM particles is parameterised with a set of non-
renormalizable (effective) higher-dimensional operators that are generated after integrating out
the heavy mediator. The process of integrating out the heavy mediator can be viewed in terms
of the expansion of the heavy particle propagator which result in a set of effective Lagrangian
with the form of:

Le f f = LSM + ∑
d>4

f (d)

Λd−4 Od (1.4)
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where LSM is the SM Lagrangian, f (d) is a dimensionless coefficient, Λ=Mφ is the suppression
scale and Od are operators or interaction terms of mass dimension d that describes contact
interactions between SM particles and particles of the extension. The effects of the heavy
field in the processes at low momentum transfer, Q2

tr ≪ Λ2 ∼ Λ2 are encoded by a series of
interaction terms which scale as (Qtr/Λ)d−4. We see that the interaction terms will give smaller
contribution to the result when d is larger. The suppression scale Λ gives us an estimate of
the importance of the interaction terms. It sets the maximum energy at which the operator
expansion in the EFT can be trusted. In other words, as the suppression scale is approached the
observables computed within the EFT framework become less accurate as an approximation
of the true observables in the unknown UV theory. Generally speaking, the condition of the
validity of an EFT approach is that the momentum transfer in the relevant process one wants to
describe must be less than the suppression scale:

Qtr ≲ Λ (1.5)

1.6 Effective operators and LHC observables
Our current goal is to consider the production of Higgs boson at the LHC in association with
a pair of DM particles. We need to write down a set of effective operators (i.e expanding the
second term in Equation 1.4) that can possibly generate this experimental signature. We focus
on operators that give rise to a coupling of DM to h, Z, γ or new mediator particles such as
a Z′ or scalar singlet S, allowing the production of DM through the process as illustrated in
Figure 1.8. Throughout this thesis, we label the DM field as χ . Before moving further, it is
best to lay out the grounding assumptions we used in constructing such model that may lead to
mono-Higgs signals at the LHC.

Fig. 1.8 Diagram illustrating an effective interaction (gray circle) that couples χ to the Higgs boson
and gives rise to a mono-Higgs signature in a collider experiment. This process can be mediated by
electroweak bosons (h, Z, γ) or new mediator particles such as a Z′ or scalar singlet, S.

We assume that the interactions between SM hadrons and the particles that constitute
cosmological DM exist. In order to describe the interaction between χ and the SM particles in
terms of EFT framework, we also assume that χ is the only new degree of freedom beyond the

14



1.6 Effective operators and LHC observables

SM. One may argue that the DM sector may be more complex than a single particle given that
it constitutes five times as much as the normal matter. But one must not forget that quite often
in the discoveries of SM particles there is only one mediator or search channel that might play
the dominant role. Any new particle species in addition to χ shall have a mass much larger
than χ .

Next, we also assume that χ is a gauge singlet under SU(3)C × SU(2)L ×U(1)Y . If χ

is a gauge singlet, then the gauge invariance implies the operator must also include other
electroweak doublets. As obvious as it is, we assume that χ does not interact with the detector
and is stable on collider timescales. Stability of this gauge singlet is guaranteed if a continuous
or discrete symmetry exists under which these gauge singlets are the lightest particles. In
all cases we consider below, we limit our discussion to scalar and fermion DM. Keeping
these assumptions in mind, we can now examine dimension by dimension the possible mono-
Higgs operators. A more thorough discussion of all the following operators can be found in
Reference [52].

Dimension-4 and dimension-5 operators (Higgs portal)
The absolute minimal modification of the SM (under our assumptions) consists of the
addition of a singlet scalar DM to those of the SM, using only renormalisable interactions.
This singlet scalar can interact with the SM sector through the triple and quartic scalar
interactions such as |H|2χ and |H|2χ2. We focus on the latter. Or more formally, for
scalar DM we have a renormalisable interaction at dimension-4:

L4 = λ |H|2χ
2 (1.6)

where χ is a real scalar DM and λ is the coupling of the scalar DM to the Higgs boson.
H represents the Higgs doublet field. Recall from the considerations that in the unitary
gauge there is only one physical Higgs after spontaneous symmetry breaking, H can be
conveniently written in the form:

H =
1√
2

(
0

v+h(x)

)
(1.7)

where h is the physical Higgs field and v ≈ 246 GeV is the Higgs vacuum expectation
value.

By replacing the gauge singlet scalar with a gauge singlet Dirac fermion, the lowest
dimensional operator we may obtain is five. The singlet fermion interacts with the SM
sector only through non-renormalisable interactions among which the leading interaction
terms are given by the dimension five terms suppressed by a new physics scale, Λ. These
dimension-5 operators can be written as

L5 =
1
Λ
|H|2χ̄χ +

1
Λ
|H|2χ̄iγ5χ (1.8)
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The interaction described by the first term in Equation 1.8 is essentially ruled out by
the XENON100 experiment [53]. Hence, for our study, the dimension-5 operator we
consider is the second term of Equation 1.8.

The operators in both Equation 1.6 and Equation 1.8 are usually grouped as the
“Higgs-portal” type operators. These operators describe direct couplings between DM
particles and the Higgs boson. More detailed studies can be found in References [54–60].
Mono-Higgs signal can arise via pp → h∗ → hχχ through these operators. Depending
on the DM mass, the interactions are different. If DM is light enough, mχ ≤ mh/2, then
these interactions lead to invisible Higgs boson decays. The partial widths calculated
at tree level for scalar and fermionic DM can be obtained independently in analytic
form [59]:

Γ(h → χχ) =
λ 2v2

64πmh

√
1−

4m2
χ

m2
h

scalar χ (1.9a)

Γ(h → χχ̄) =
v2mh

32πΛ2

(
1−

4m2
χ

m2
h

)3/2

fermion χ (1.9b)

The requirement that the invisible decay width of the Higgs to satisfy Bhinv < 38%
obtained in Reference [61] sets a upper (lower) bound on the couplings λ ≲ 0.016
(Λ ≳ 10 TeV) for scalar (fermion) DM. Since the couplings are strongly suppressed, the
leading mono-Higgs signal is from di-Higgs production where one of the Higgs bosons
decay invisibly. On the other hand, for DM with the mass, mχ > mh/2 the DM-Higgs
couplings can be much larger as the invisible Higgs boson decay is kinematically blocked.

Dimension-6 operators
Next, at dimension-6 there are several operators that give rise to mono-Higgs signals
through an effective h-Z-DM coupling. For scalar DM, we have

L6 =
1

Λ2 χ
†i

↔
∂

µ
χH†iDµH (1.10)

while for fermionic DM we have

L6 =
1

Λ2 χ̄γ
µ

χH†iDµH +
1

Λ2 χ̄γ
µ

γ5χH†iDµH (1.11)

where we define a covariant derivative Dµ =−i∂ µ − (g/2)σaW a
µ − (g′/2)Bµ . Note that

the Z coupling term arises in the unitary gauge from the covariant derivative. Using
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Equation 1.7 and by taking 2mZ = v
√

g2 +g′2, we can rewrite Equation 1.11 as [62]:

L6 =
mZ

Λ2 hZµ χ̄γ
µ

χ +
mZ

Λ2 hZµ χ̄γ
µ

γ5χ

+
mZ

2vΛ2 h2Zµ χ̄γ
µ

χ +
mZv
2vΛ2 h2Zµ χ̄γ

µ
γ5χ

+
mZv
2Λ2 Zµ χ̄γ

µ
χ +

mZv
2Λ2 Zµ χ̄γ

µ
γ5χ

(1.12)

where Zµ = (g2 +g′2)−1/2(gW 3
µ −g′Bµ). Each line of Equation 1.12 involves various

interactions of DM with different particle species. The mono-Higgs signature comes
from the terms in the first line of Equation 1.12. The second line leads to a final state with
two Higgs bosons plus DM pairs or a Z boson, a Higgs boson plus DM pairs. Lastly the
third line gives an effective coupling of Z boson to the DM. These dimension-6 operators
generate mono-Higgs signals via the process qq̄ → Z∗ → hχχ̄ .

For light enough DM, mχ ≤ mZ/2, invisible Z boson decay are kinematically open.
The bound from invisible Z boson decay can become very constraining. The partial
invisible Z width for scalar DM can be obtained analytically as

Γ(Z → χχ) =
g2

2v4mZ

768πc2
W Λ4

√
1−

4m2
χ

m2
z

scalar χ (1.13)

while the partial invisible Z width for fermion DM is four times larger [52]. If these
invisible decays are kinematically open, it is required that Λ ≳ 400 GeV (550 GeV) for
scalar (fermion) DM due to constraints on the BZinv [31]. For our study, the dimension-6
operator we consider is that of Equation 1.10.

Dimension-7 operators
At dimension 7, there are several operators that involve Higgs doublets and their deriva-
tives. Since they are just higher-order 1/Λ corrections to the Higgs portal type operators
discussed above, we therefore do not consider them in our studies.

Dimension-8 operators
Finally at dimension-8, many operators can be generated by combining a DM factor and
additional SM fields or their duals. Examples of SM field strength tensor include Bµν

and W a
µν , which are the SM U(1)Y and SU(2)L field strength tensor respectively. For

scalar DM the factors can be iχ†i
↔
∂ µ χ or χ†i

↔
∂ µ χ whereas for fermion DM, the factor

can be either χ̄γµ χ or the axial current χ̄γµγ5χ . We therefore restrict our attention to
just one such operator:

L8 =
1

Λ4 χ̄γ
µ

χBµνH†DνH (1.14)
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This operator generates the mono-Higgs signal via the process qq̄→ Z∗/γ∗ → hχχ . It has
several advantages. First, this operator is not constrained by invisible decays. Secondly,
since it involves derivative coupling1, i.e ∂µZν∂ νh, the Emiss

T spectrum is harder and
thus gives the best kinematic acceptance efficiency in comparison to the other operators.
Third, this operator is weakly constrained by the direct detection since the direct detection
signals, arising at one-loop order, are expected to be strongly suppressed.

Essential information of the operators that we are considering in this studies are summarised
in Table 1.1. For each operator we have assigned a short name, of which these operators will
be referred to throughout this thesis.

Table 1.1 The Lagrangian and free parameters for all operators under consideration. The MadGraph
parameters and other information are tabulated as well for reference (v is the vacuum expectation value
of the Higgs). The short naming convention is used to refer to the operators throughout the text.

Short Name Lagrangian Dim. Parameters Madgraph Parameters Sχ DM type
xxhh λ |H|2χχ 4 λ gDM = v ·λ 0 scalar
xxhhg5 1

Λ
|H|2χ̄iγ5χ 5 Λ gDM = v

Λ
1/2 fermion

xdxhDh 1
Λ2 χ†i

↔
∂ µ χH†iDµH 6 Λ yχ = 1

Λ2 0 scalar
xgxFhDh 1

Λ4 χ̄γµ χBµνH†DνH 8 Λ yχ = 1
Λ4 1/2 fermion

1.7 Valid Parameter Space
The valid parameter spaces of the EFT operators considered here are summarised in Table 1.2.
Perturbativity constraints require that the couplings of the operators be less than 4π [63] (albeit
relies on a somewhat arbitrary definition of “non-perturbativity”, there could be more stringent
constraints). For the xxhh operator, the unitless coupling is simply λ , while for the xxhhg5
operator, it is v/Λ. In the xdxhDh operator, after spontaneous symmetry breaking, an effective
coupling between DM and the Z boson, gZeff , can be constrained as discussed in Reference [52].
For the xgxFhDh operator, it is more difficult to define a coupling with concrete perturbativity
constraints. Instead, truncation methods [63] can be used to constrain the xgxFhDh operator.
This method is discussed in more details in Section 8.3.1.

In addition to perturbativity constraints, operators which predict the Higgs/Z boson decaying
to DM are constrained by the Binv limits on the Higgs/Z boson when mχ < mh,Z/2.

1from Feynman rules, any ∂µ in the interaction Lagrangian introduces factor of momenta for the corresponding
vertex in the momentum space.
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Table 1.2 The valid parameter spaces for the EFT operators.

Name Perturbativity Requirement Binv Requirement
xxhh λ < 4π mχ < mh

2 → λ ≲ 0.016
xxhhg5 Λ > v

4π
mχ < mh

2 → Λ ≳ 10 TeV
xdxhDh gZeff < 4π (Λ ≳ 30 GeV) mχ < mZ

2 → Λ ≳ 400 GeV
xgxFhDh Use Truncation N/A

1.8 Analysis overview

In this analysis, we are looking for the process pp→ hχχ̄ → bb̄χχ̄ . The energetic DM particles
produced by the collider will escape detection because they cannot deposit any measurable
amount of energy in a calorimeter, but could be registered by means of large transverse
momentum or energy imbalance (see Section 4.10). This large missing transverse energy
can serve as a unique signature to trigger the event. One can observe the missing transverse
energy generated by the escaped DM pairs only if the DM pair is accompanied by a detectable
Higgs boson, produced almost back-to-back with the Emiss

T . Such event topology is illustrated
in Figure 1.9 To reconstruct the Higgs boson, we search for events that contain a jet with
reconstructed mass consistent with the Higgs boson mass. Furthermore, the Higgs candidate
should have two associated b-tagged jets (see Section 4.9). Since no lepton is expected in the
final state, any event with a lepton is vetoed.

h 

�R = 1.0 

b̄

�R = 0.3 

b

E
!"
T
miss

b-tagged  
track jet

trimmed large-R jet

��

Fig. 1.9 Schematic diagrams depicting the signal event topology.

As we shall see in Section 5.2, the EFT mono-H signal in general have a broad Emiss
T

distribution, extending up to a very high Emiss
T value. The pT of the recoiling Higgs boson

exhibits similar trend. Thus, in order to ensure high signal acceptance, unlike similar mono-
Higgs searches [51, 64], this analysis focus on high momentum regime where the Higgs boson
is highly boosted. At very high boost, the hadronic showers from Higgs decays can become so
close such that the ability to resolve the individual hadronic decay products by using standard

19



Introduction

jet reconstruction algorithms with small jet radii begins to degrade. Furthermore, under such
dense environment the performance of the b-tagging algorithm will also suffers. Under such
adverse circumstance, in order to recover or even enhance the signal selection efficiency and
background rejection power, we employed novel boosted object reconstruction techniques
(Section 4.7) and high-pT b-tagging algorithm (Section 4.9).

Figure 1.10-Figure 1.14 shows the typical Feynman diagrams of the backgrounds which
can mimic the Emiss

T +bb̄ final state. These backgrounds include:

• QCD multi-jet production may have missing transverse energy if one or more of the
jets are mis-measured by the calorimeter although there is no Emiss

T in principle. QCD
multi-jet events with large Emiss

T (i.e. > 300 GeV) do not occur very often due to the fact
that substantial fluctuations in calorimeter jet energy measurements are rare.

(a) (b) (c)

(f)(e)(d)

Figure 1. Typical Feynman diagrams for the dominant QCD-induced bb̄jj background.
Diagrams with external quark lines instead of gluons are not shown.

gauge bosons [2, 3, 4, 5]. However, the determination of the Hbb̄ Yukawa coupling remains
difficult [6]. The H → bb̄ decay channel is overwhelmed by large QCD backgrounds which
are dominated by gluonic components (Fig. 1). New strategies were proposed to cope with
these difficulties, such as exploring the jet substructure in so-called “fat jets” [7]. Alternatively,
requiring the presence of a W boson in association with the Higgs boson in WBF processes can
help to constrain the bottom quark Yukawa coupling [8, 9]. The major drawback of the extra
heavy gauge boson emission is a significant decrease of the cross section. This loss in statistics
can be avoided to some extent by requiring the radiation of a photon instead of a W boson [10].

Most importantly, the extra photon requirement gives rise to a significant suppression of the
gluon-dominated backgrounds, due to the absence of a gluon-to-photon coupling in the context
of the Standard Model. Furthermore, in quark-scattering contributions that are connected by
a neutral t-channel gauge boson, destructive interference occurs between diagrams emitting a
photon from an incoming or an outgoing fermion line, respectively. This effect arises in gluon-
mediated QCD backgrounds as well as in neutral current contributions to WBF processes, such
as the Z-exchange graphs of Fig. 2 (b). Therefore, the requirement of an additional hard central
photon does not only suppress QCD backgrounds, but also the ZZ fusion component of the
signal channel, while the charged-current WBF contributions are relatively enhanced.

A detailed analysis of the Hγjj signal and its major backgrounds has been performed based
on leading-order (LO) simulations in Ref. [10]. In that work it has been shown that the central
photon requirement reduces the cross section of the Higgs signal in WBF approximately by
a factor of 1/100, as expected from a naive estimate based on the size of the electromagnetic
coupling constant. The relevant backgrounds instead drop by a factor of about 1/3000, resulting
in a statistical significance of 1 ! S/

√
B ! 3 for a luminosity of 100/fb at a center-of-mass energy

of
√

s = 14 TeV and a Higgs mass of mH = 120 GeV. In a more recent parton shower study [1]
a significance of the same order of magnitude has been obtained.

However, in order to obtain precise predictions accompanied by reliable estimates of their
theoretical uncertainties, a next-to-leading order (NLO) QCD calculation of the signal process
is essential. In [11], we have provided such a calculation within the parton level Monte-Carlo
program VBFNLO [12, 13], which is designed for the simulation of processes with electroweak
bosons at hadron colliders.
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Figure 1. Typical Feynman diagrams for the dominant QCD-induced bb̄jj background.
Diagrams with external quark lines instead of gluons are not shown.
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requiring the presence of a W boson in association with the Higgs boson in WBF processes can
help to constrain the bottom quark Yukawa coupling [8, 9]. The major drawback of the extra
heavy gauge boson emission is a significant decrease of the cross section. This loss in statistics
can be avoided to some extent by requiring the radiation of a photon instead of a W boson [10].

Most importantly, the extra photon requirement gives rise to a significant suppression of the
gluon-dominated backgrounds, due to the absence of a gluon-to-photon coupling in the context
of the Standard Model. Furthermore, in quark-scattering contributions that are connected by
a neutral t-channel gauge boson, destructive interference occurs between diagrams emitting a
photon from an incoming or an outgoing fermion line, respectively. This effect arises in gluon-
mediated QCD backgrounds as well as in neutral current contributions to WBF processes, such
as the Z-exchange graphs of Fig. 2 (b). Therefore, the requirement of an additional hard central
photon does not only suppress QCD backgrounds, but also the ZZ fusion component of the
signal channel, while the charged-current WBF contributions are relatively enhanced.

A detailed analysis of the Hγjj signal and its major backgrounds has been performed based
on leading-order (LO) simulations in Ref. [10]. In that work it has been shown that the central
photon requirement reduces the cross section of the Higgs signal in WBF approximately by
a factor of 1/100, as expected from a naive estimate based on the size of the electromagnetic
coupling constant. The relevant backgrounds instead drop by a factor of about 1/3000, resulting
in a statistical significance of 1 ! S/
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s = 14 TeV and a Higgs mass of mH = 120 GeV. In a more recent parton shower study [1]
a significance of the same order of magnitude has been obtained.

However, in order to obtain precise predictions accompanied by reliable estimates of their
theoretical uncertainties, a next-to-leading order (NLO) QCD calculation of the signal process
is essential. In [11], we have provided such a calculation within the parton level Monte-Carlo
program VBFNLO [12, 13], which is designed for the simulation of processes with electroweak
bosons at hadron colliders.
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b
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b

Fig. 1.10 Typical Feynman diagrams for the QCD multi-jet induced Emiss
T + bb̄ background.

Diagrams with external quark lines instead of gluons are not shown.

• Z(→ ℓℓ)+jets and single top backgrounds may contaminate the SR when one or more
leptons from the vector boson decay are not identified. However, due to the high
identification efficiency of electrons and muons, these two backgrounds are expected to
be negligible.
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FIG. 7: Representative Feynman diagrams for (a) Z + jets
production, where one lepton is missed, and (b) non-W
events, in which a jet has to be misidentified as a lepton and
/ET must be mismeasured to pass the event selection. Because
the cross section of non-W events is large, they still form a
significant background process.

energy ET > 20 GeV to model PHX events. These jets
are additionally required to have a fraction of energy de-
posited in the electromagnetic calorimeter between 80%
and 95%, and fewer than four tracks, to mimic electrons.
A third sample, used to model the non-W background in
EMC events, contains events that are required to pass the
/ET + jets trigger (see Section III) and contain a muon
that passes all identification requirements but failed the
isolation requirement. In this case, the isolation is de-
fined as the ratio of the transverse energy surrounding the
muon to the transverse energy of the muon. The pseudo-
rapidity distributions of the objects chosen to model the
falsely identified lepton must be consistent with that of
the sample it is modeling. The first sample works well for
central leptons, but can’t cover the PHX or EMC. Highly
electromagnetic jets work well for the PHX, while only
non-isolated EMC muons give the correct distribution for
EMC non-W events.

To estimate the non-W fraction in both the pretag and
tagged sample, the /ET spectrum is fit to a sum of the
predicted background shapes, as described in detail else-
where [37]. The fit has one fixed component and two tem-
plates whose normalizations can float. The fixed compo-
nent is coming from the Monte Carlo based processes.
The two floating templates are a Monte Carlo W + jets
template and a non-W template. The non-W template is
different depending on the lepton category, as explained
above. The pretag non-W fraction is used to estimate
the heavy flavor and light flavor fractions.

The total non-W contribution for each tagging cate-
gory is shown in Tables VI and VII.

C. W + heavy flavor contributions

W + heavy flavor production is the main source of
background in the tagged lepton + jets sample. W + jets
production is simulated using a combination of alpgen
matrix element generation and pythia parton showering
(same as for Z + jets events). Diagrams for some of the
sample processes included in alpgen are shown in Fig. 8.

The contribution of this background is estimated using

the heavy flavor fractions in W + jets production and the
tagging efficiencies for these processes. These quantities
are derived from Monte Carlo simulations as explained
in [37]. The contribution of W + heavy flavor events to
our signal region is calculated by:

N tag
W+HF = (Npretag

data · (1−fpretag
non−W )−Npretag

MC ) ·fhf ·k ·εtag,
(4)

where Npretag
data is the number of observed events in the

pretag sample, fpretag
non−W is the fraction of non-W events in

the pretag sample, as determined from the fits described
in Section VII B, and Npretag

MC is the expected number of
pretag events in Monte Carlo based samples. The frac-
tion of W -boson events with jets matched to heavy flavor
quarks, fhf , is calculated from Monte Carlo simulation.
This fraction is multiplied by a scale factor, k = 1.4±0.4,
to account for differences between the heavy flavor frac-
tions observed in data and the Monte Carlo prediction.
The k-factor is primarily calculated in the one-jet con-
trol sample and applied to all jet multiplicities. εtag is
the tagging selection efficiency. See Ref. [37] for more
detail.
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FIG. 8: Some representative diagrams of W + jets produc-
tion. Wcc̄ is the same process as Wbb̄, but with charm quarks
replacing the b quarks.

D. Rates of events with mistagged jets

The other W + jets contribution which can mimic the
ℓνℓbb̄ final state is W + LF. In this case, jets from light
partons tagged as heavy flavor jets can contribute to
the tagged sample. We count the events in the pretag
sample and apply a mistag matrix to calculate the frac-
tion of W + light flavor events that will be mistagged
(Nmistag/Npretag). The mistag rate parametrization is
described in Section V C. Then, in order to only use
mistagged events from W+LF processes, we subtract the
fraction of pretag events which are due to non-W , elec-
troweak, top quark and W + heavy flavor processes from
the pretag sample. The predicted number of background
events from W + LF processes is then calculated as:

N tag
W+LF = (Npretag

data ·(1−fpretag
non−W)−Npretag

MC −Npretag
W+HF)·Nmistag

Npretag
.
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contribution to the b-tagged signal region. Details on
each step of this process are given in the sections below.

A. Monte-Carlo based background processes

Diboson events (WW , WZ and ZZ) can contribute to
the tagged lepton + jets sample when one boson decays
leptonically and the other decays into quarks (Fig. 4). In
addition, top pair production in which one lepton (from
Fig. 5 (a)) or two jets (from Fig. 5 (b)) were not recon-
structed also constitutes an important background pro-
cess. The diboson and tt̄ simulated events are generated
using the pythia [41] Monte Carlo generator. There is a
contribution from single top quarks produced in associa-
tion with a b quark, s-channel (Fig. 6(a)) and t-channel
(Fig. 6(b)) single top production. These events are gen-
erated using the madevent [46] MC, and the parton
showering is done with pythia. Finally, the Z + jets
process in which one lepton from Z boson decay is missed
(Fig. 7(a)) can also contribute. Z + jets production is
simulated using a combination of alpgen [47] matrix el-
ement generation and pythia parton showering.
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FIG. 4: Feynman diagrams for diboson production (WW ,
WZ, ZZ), which provides a small background contribution
to WH production.

The numbers of events from these processes are pre-
dicted based on theoretical and measured cross sections,
the measured integrated luminosity, and the acceptances
and tagging efficiencies derived from Monte Carlo sim-
ulations in the same way as the WH process described
in Section VI. The diboson cross sections are taken from
the NLO calculations with MCFM [48]. For the Z + jets
background, the Z + jets cross section times the branch-
ing ratio of Z to charged leptons is normalized to the
value measured by CDF [49]. Predictions based on NLO
calculations are also used for the tt̄ and single top back-
ground processes [50, 51]. Top cross section predictions
assume a top mass of 175 GeV/c2.

The total diboson (WW , WZ, ZZ), Z + jets, tt̄, and
single top quark predictions for each tagging category are
shown in Tables VI (two-jet events) and VII (three-jet
events).
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must have one charged lepton (a) or two hadronic jets (b)
that go undetected.
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FIG. 6: Feynman diagrams showing the final states of the
s-channel (a) and t-channel (b) processes, with leptonic W
boson decays. Both final states contain a charged lepton, a
neutrino, and two jets, at least one of which originates from
a b quark.

B. Non-W multijet events

The non-W background process consists of events for
which the lepton + /ET signature is not due to the decay
of a W boson but instead have a fake isolated lepton and
mismeasured /ET (Fig. 7(b)). The main contribution to
this source of background comes from QCD multijet pro-
duction where a jet provides the signature of a lepton and
the missing transverse energy is due to a mismeasurement
of the jet energies. Semileptonic decays of b hadrons and
misidentified photon conversions also contribute. Due to
their instrumental nature, these processes can not be sim-
ulated reliably. Therefore, samples of observed events are
used to estimate the rates of these processes and model
their kinematic distributions.

Three different samples of observed events are used to
model the non-W multijet contribution. One sample is
based on events that fired the central electron trigger but
failed at least two of the five identification cuts of the
electron selection requirements that do not depend on
the kinematic properties of the event, such as the frac-
tion of energy in the hadronic calorimeter. This sample
is used to estimate the non-W contribution from CEM,
CMUP and CMX events. A second sample is formed
from events that pass a generic jet trigger with transverse
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Fig. 1.11 Representative Feynman diagrams for (a) Z(→ ℓℓ)+jetsand (b) single top s-channel and
t-channel processes, with leptonic W boson decays.
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1.8 Analysis overview

• Diboson and SM VH backgrounds may contaminate the SR when one or more leptons
from vector boson decay are not identified. In addition, the Z boson in these backgrounds
may also decays invisibly. This makes it harder to remove completely the diboson and
SM VH backgrounds.
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contribution to the b-tagged signal region. Details on
each step of this process are given in the sections below.

A. Monte-Carlo based background processes

Diboson events (WW , WZ and ZZ) can contribute to
the tagged lepton + jets sample when one boson decays
leptonically and the other decays into quarks (Fig. 4). In
addition, top pair production in which one lepton (from
Fig. 5 (a)) or two jets (from Fig. 5 (b)) were not recon-
structed also constitutes an important background pro-
cess. The diboson and tt̄ simulated events are generated
using the pythia [41] Monte Carlo generator. There is a
contribution from single top quarks produced in associa-
tion with a b quark, s-channel (Fig. 6(a)) and t-channel
(Fig. 6(b)) single top production. These events are gen-
erated using the madevent [46] MC, and the parton
showering is done with pythia. Finally, the Z + jets
process in which one lepton from Z boson decay is missed
(Fig. 7(a)) can also contribute. Z + jets production is
simulated using a combination of alpgen [47] matrix el-
ement generation and pythia parton showering.
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FIG. 4: Feynman diagrams for diboson production (WW ,
WZ, ZZ), which provides a small background contribution
to WH production.

The numbers of events from these processes are pre-
dicted based on theoretical and measured cross sections,
the measured integrated luminosity, and the acceptances
and tagging efficiencies derived from Monte Carlo sim-
ulations in the same way as the WH process described
in Section VI. The diboson cross sections are taken from
the NLO calculations with MCFM [48]. For the Z + jets
background, the Z + jets cross section times the branch-
ing ratio of Z to charged leptons is normalized to the
value measured by CDF [49]. Predictions based on NLO
calculations are also used for the tt̄ and single top back-
ground processes [50, 51]. Top cross section predictions
assume a top mass of 175 GeV/c2.

The total diboson (WW , WZ, ZZ), Z + jets, tt̄, and
single top quark predictions for each tagging category are
shown in Tables VI (two-jet events) and VII (three-jet
events).
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must have one charged lepton (a) or two hadronic jets (b)
that go undetected.
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s-channel (a) and t-channel (b) processes, with leptonic W
boson decays. Both final states contain a charged lepton, a
neutrino, and two jets, at least one of which originates from
a b quark.

B. Non-W multijet events

The non-W background process consists of events for
which the lepton + /ET signature is not due to the decay
of a W boson but instead have a fake isolated lepton and
mismeasured /ET (Fig. 7(b)). The main contribution to
this source of background comes from QCD multijet pro-
duction where a jet provides the signature of a lepton and
the missing transverse energy is due to a mismeasurement
of the jet energies. Semileptonic decays of b hadrons and
misidentified photon conversions also contribute. Due to
their instrumental nature, these processes can not be sim-
ulated reliably. Therefore, samples of observed events are
used to estimate the rates of these processes and model
their kinematic distributions.

Three different samples of observed events are used to
model the non-W multijet contribution. One sample is
based on events that fired the central electron trigger but
failed at least two of the five identification cuts of the
electron selection requirements that do not depend on
the kinematic properties of the event, such as the frac-
tion of energy in the hadronic calorimeter. This sample
is used to estimate the non-W contribution from CEM,
CMUP and CMX events. A second sample is formed
from events that pass a generic jet trigger with transverse

Z/W±
`±

Z/W⌥

`⌥/⌫`

(a)

q

q̄
`±

`⌥/⌫`

b̄

b

Z⇤/W ⇤

Z/W±

H

(b)
Fig. 1.12 Representative Feynman diagrams for (a) diboson and (b) SM VH productions.

• The tt̄ and W (→ ℓν)+jets production can mimic the Emiss
T +bb̄ signal when the lepton

from W boson decay is not detected.
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FIG. 7: Representative Feynman diagrams for (a) Z + jets
production, where one lepton is missed, and (b) non-W
events, in which a jet has to be misidentified as a lepton and
/ET must be mismeasured to pass the event selection. Because
the cross section of non-W events is large, they still form a
significant background process.

energy ET > 20 GeV to model PHX events. These jets
are additionally required to have a fraction of energy de-
posited in the electromagnetic calorimeter between 80%
and 95%, and fewer than four tracks, to mimic electrons.
A third sample, used to model the non-W background in
EMC events, contains events that are required to pass the
/ET + jets trigger (see Section III) and contain a muon
that passes all identification requirements but failed the
isolation requirement. In this case, the isolation is de-
fined as the ratio of the transverse energy surrounding the
muon to the transverse energy of the muon. The pseudo-
rapidity distributions of the objects chosen to model the
falsely identified lepton must be consistent with that of
the sample it is modeling. The first sample works well for
central leptons, but can’t cover the PHX or EMC. Highly
electromagnetic jets work well for the PHX, while only
non-isolated EMC muons give the correct distribution for
EMC non-W events.

To estimate the non-W fraction in both the pretag and
tagged sample, the /ET spectrum is fit to a sum of the
predicted background shapes, as described in detail else-
where [37]. The fit has one fixed component and two tem-
plates whose normalizations can float. The fixed compo-
nent is coming from the Monte Carlo based processes.
The two floating templates are a Monte Carlo W + jets
template and a non-W template. The non-W template is
different depending on the lepton category, as explained
above. The pretag non-W fraction is used to estimate
the heavy flavor and light flavor fractions.

The total non-W contribution for each tagging cate-
gory is shown in Tables VI and VII.

C. W + heavy flavor contributions

W + heavy flavor production is the main source of
background in the tagged lepton + jets sample. W + jets
production is simulated using a combination of alpgen
matrix element generation and pythia parton showering
(same as for Z + jets events). Diagrams for some of the
sample processes included in alpgen are shown in Fig. 8.

The contribution of this background is estimated using

the heavy flavor fractions in W + jets production and the
tagging efficiencies for these processes. These quantities
are derived from Monte Carlo simulations as explained
in [37]. The contribution of W + heavy flavor events to
our signal region is calculated by:

N tag
W+HF = (Npretag

data · (1−fpretag
non−W )−Npretag

MC ) ·fhf ·k ·εtag,
(4)

where Npretag
data is the number of observed events in the

pretag sample, fpretag
non−W is the fraction of non-W events in

the pretag sample, as determined from the fits described
in Section VII B, and Npretag

MC is the expected number of
pretag events in Monte Carlo based samples. The frac-
tion of W -boson events with jets matched to heavy flavor
quarks, fhf , is calculated from Monte Carlo simulation.
This fraction is multiplied by a scale factor, k = 1.4±0.4,
to account for differences between the heavy flavor frac-
tions observed in data and the Monte Carlo prediction.
The k-factor is primarily calculated in the one-jet con-
trol sample and applied to all jet multiplicities. εtag is
the tagging selection efficiency. See Ref. [37] for more
detail.

u

d

W+

g

l+

νl
b

b

(a)

s

g

W+

g

c

l+

νl

(b)

u

d

W+

g

g

l+

νl

(c)

FIG. 8: Some representative diagrams of W + jets produc-
tion. Wcc̄ is the same process as Wbb̄, but with charm quarks
replacing the b quarks.

D. Rates of events with mistagged jets

The other W + jets contribution which can mimic the
ℓνℓbb̄ final state is W + LF. In this case, jets from light
partons tagged as heavy flavor jets can contribute to
the tagged sample. We count the events in the pretag
sample and apply a mistag matrix to calculate the frac-
tion of W + light flavor events that will be mistagged
(Nmistag/Npretag). The mistag rate parametrization is
described in Section V C. Then, in order to only use
mistagged events from W+LF processes, we subtract the
fraction of pretag events which are due to non-W , elec-
troweak, top quark and W + heavy flavor processes from
the pretag sample. The predicted number of background
events from W + LF processes is then calculated as:

N tag
W+LF = (Npretag

data ·(1−fpretag
non−W)−Npretag

MC −Npretag
W+HF)·Nmistag
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contribution to the b-tagged signal region. Details on
each step of this process are given in the sections below.

A. Monte-Carlo based background processes

Diboson events (WW , WZ and ZZ) can contribute to
the tagged lepton + jets sample when one boson decays
leptonically and the other decays into quarks (Fig. 4). In
addition, top pair production in which one lepton (from
Fig. 5 (a)) or two jets (from Fig. 5 (b)) were not recon-
structed also constitutes an important background pro-
cess. The diboson and tt̄ simulated events are generated
using the pythia [41] Monte Carlo generator. There is a
contribution from single top quarks produced in associa-
tion with a b quark, s-channel (Fig. 6(a)) and t-channel
(Fig. 6(b)) single top production. These events are gen-
erated using the madevent [46] MC, and the parton
showering is done with pythia. Finally, the Z + jets
process in which one lepton from Z boson decay is missed
(Fig. 7(a)) can also contribute. Z + jets production is
simulated using a combination of alpgen [47] matrix el-
ement generation and pythia parton showering.
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FIG. 4: Feynman diagrams for diboson production (WW ,
WZ, ZZ), which provides a small background contribution
to WH production.

The numbers of events from these processes are pre-
dicted based on theoretical and measured cross sections,
the measured integrated luminosity, and the acceptances
and tagging efficiencies derived from Monte Carlo sim-
ulations in the same way as the WH process described
in Section VI. The diboson cross sections are taken from
the NLO calculations with MCFM [48]. For the Z + jets
background, the Z + jets cross section times the branch-
ing ratio of Z to charged leptons is normalized to the
value measured by CDF [49]. Predictions based on NLO
calculations are also used for the tt̄ and single top back-
ground processes [50, 51]. Top cross section predictions
assume a top mass of 175 GeV/c2.

The total diboson (WW , WZ, ZZ), Z + jets, tt̄, and
single top quark predictions for each tagging category are
shown in Tables VI (two-jet events) and VII (three-jet
events).
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s-channel (a) and t-channel (b) processes, with leptonic W
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B. Non-W multijet events

The non-W background process consists of events for
which the lepton + /ET signature is not due to the decay
of a W boson but instead have a fake isolated lepton and
mismeasured /ET (Fig. 7(b)). The main contribution to
this source of background comes from QCD multijet pro-
duction where a jet provides the signature of a lepton and
the missing transverse energy is due to a mismeasurement
of the jet energies. Semileptonic decays of b hadrons and
misidentified photon conversions also contribute. Due to
their instrumental nature, these processes can not be sim-
ulated reliably. Therefore, samples of observed events are
used to estimate the rates of these processes and model
their kinematic distributions.

Three different samples of observed events are used to
model the non-W multijet contribution. One sample is
based on events that fired the central electron trigger but
failed at least two of the five identification cuts of the
electron selection requirements that do not depend on
the kinematic properties of the event, such as the frac-
tion of energy in the hadronic calorimeter. This sample
is used to estimate the non-W contribution from CEM,
CMUP and CMX events. A second sample is formed
from events that pass a generic jet trigger with transverse
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Fig. 1.13 Representative Feynman diagrams for (a) W (→ ℓν)+jets and (b) tt̄ background pro-
cesses, which has a small contribution to the Emiss

T +bb̄ final state.

• The Z(→ νν)+jets events are the dominant background in this analysis. It has exactly
the same final state as the targeted signature of Emiss

T + bb̄, making it impossible to
entirely eliminate its contribution from the total event count. Thus, accurate estimation
of this background is crucial.
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the cross section of non-W events is large, they still form a
significant background process.

energy ET > 20 GeV to model PHX events. These jets
are additionally required to have a fraction of energy de-
posited in the electromagnetic calorimeter between 80%
and 95%, and fewer than four tracks, to mimic electrons.
A third sample, used to model the non-W background in
EMC events, contains events that are required to pass the
/ET + jets trigger (see Section III) and contain a muon
that passes all identification requirements but failed the
isolation requirement. In this case, the isolation is de-
fined as the ratio of the transverse energy surrounding the
muon to the transverse energy of the muon. The pseudo-
rapidity distributions of the objects chosen to model the
falsely identified lepton must be consistent with that of
the sample it is modeling. The first sample works well for
central leptons, but can’t cover the PHX or EMC. Highly
electromagnetic jets work well for the PHX, while only
non-isolated EMC muons give the correct distribution for
EMC non-W events.

To estimate the non-W fraction in both the pretag and
tagged sample, the /ET spectrum is fit to a sum of the
predicted background shapes, as described in detail else-
where [37]. The fit has one fixed component and two tem-
plates whose normalizations can float. The fixed compo-
nent is coming from the Monte Carlo based processes.
The two floating templates are a Monte Carlo W + jets
template and a non-W template. The non-W template is
different depending on the lepton category, as explained
above. The pretag non-W fraction is used to estimate
the heavy flavor and light flavor fractions.

The total non-W contribution for each tagging cate-
gory is shown in Tables VI and VII.

C. W + heavy flavor contributions

W + heavy flavor production is the main source of
background in the tagged lepton + jets sample. W + jets
production is simulated using a combination of alpgen
matrix element generation and pythia parton showering
(same as for Z + jets events). Diagrams for some of the
sample processes included in alpgen are shown in Fig. 8.

The contribution of this background is estimated using

the heavy flavor fractions in W + jets production and the
tagging efficiencies for these processes. These quantities
are derived from Monte Carlo simulations as explained
in [37]. The contribution of W + heavy flavor events to
our signal region is calculated by:

N tag
W+HF = (Npretag

data · (1−fpretag
non−W )−Npretag

MC ) ·fhf ·k ·εtag,
(4)

where Npretag
data is the number of observed events in the

pretag sample, fpretag
non−W is the fraction of non-W events in

the pretag sample, as determined from the fits described
in Section VII B, and Npretag

MC is the expected number of
pretag events in Monte Carlo based samples. The frac-
tion of W -boson events with jets matched to heavy flavor
quarks, fhf , is calculated from Monte Carlo simulation.
This fraction is multiplied by a scale factor, k = 1.4±0.4,
to account for differences between the heavy flavor frac-
tions observed in data and the Monte Carlo prediction.
The k-factor is primarily calculated in the one-jet con-
trol sample and applied to all jet multiplicities. εtag is
the tagging selection efficiency. See Ref. [37] for more
detail.
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FIG. 8: Some representative diagrams of W + jets produc-
tion. Wcc̄ is the same process as Wbb̄, but with charm quarks
replacing the b quarks.

D. Rates of events with mistagged jets

The other W + jets contribution which can mimic the
ℓνℓbb̄ final state is W + LF. In this case, jets from light
partons tagged as heavy flavor jets can contribute to
the tagged sample. We count the events in the pretag
sample and apply a mistag matrix to calculate the frac-
tion of W + light flavor events that will be mistagged
(Nmistag/Npretag). The mistag rate parametrization is
described in Section V C. Then, in order to only use
mistagged events from W+LF processes, we subtract the
fraction of pretag events which are due to non-W , elec-
troweak, top quark and W + heavy flavor processes from
the pretag sample. The predicted number of background
events from W + LF processes is then calculated as:

N tag
W+LF = (Npretag

data ·(1−fpretag
non−W)−Npretag

MC −Npretag
W+HF)·Nmistag

Npretag
.

(5)
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Fig. 1.14 Feynman diagram for the dominant Z(→ νν)+jets backgrounds.

Event selection proceeds via a robust cut-based method which has the advantage of being
readily grasped and easily described. To avoid any subtle biases stemming from the analyser
preconceptions, we perform a blind analysis by masking the data in the signal region. Selection
criteria are determined and optimised by using only the simulated events without looking at the
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data in the signal region. After applying the complete event selection, the DM signal (if exist)
is expected to manifest as an anomalous excess in the Emiss

T spectrum.

1.9 Thesis overview
The remainder of our work is outlined as follows. Section 2 provides the description of the
experimental setup at the Large Hadron Collider and the ATLAS experiment. It is followed by
Section 3 in which signal and background Monte Carlo processes as well as the dataset used in
this analysis are discussed. Section 4 defines the different physics objects under investigation.
In this section, the details of each object reconstruction are discussed together with the imposed
selection criteria. The exact event selection and optimisation is the topic of Section 5. Section 6
then bring the focus to the background estimation methods, followed by Section 7 in which the
systematic uncertainties associated with both simulated background and signal processes are
evaluated. The results of the search and the statistical interpretation are presented in Section 8.
Section 9 then demonstrate possible improvement that can be done and the outlook of for future
mono-Higgs search. Lastly, the thesis is concluded in Section 10.
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Chapter 2

The Large Hadron Collider and The
ATLAS Experiment

About one hundred meters beneath the border between France and Switzerland, there is a
circular particle accelerator that might reveal to us the secrets of the universe by colliding
protons or heavy ions at a velocity approaching the speed of light. Along the circumference of
the LHC there are four major detectors, each conducting different or sometimes overlapping
experiments that aim to uncover important new information about how our universe works.
One of them is known as A Toroidal LHC ApparatuS (ATLAS) experiment on which the work
of this thesis is based.

This chapter will attempt to give a brief introduction to the LHC as well as the ATLAS
detector. The first section of this chapter will give an overview of the LHC. Section 2.2 and its
subsections are devoted for the discussion of the ATLAS detector as a whole and its sub-detector
systems. In Section 2.6 we will see how the trigger and the data acquisition system work. The
principal references on the design of the LHC main ring, the infrastructure and the injector
chain are [65–69]. On the other hand, more comprehensive information on the design and the
performance of ATLAS detector can be found in References [70–75].

2.1 The Large Hadron Collider (LHC)
LHC lies in a tunnel 26.7 kilometres in circumference that was originally built for Large
Electron Positron (LEP) collider. One of the main goals of the LHC is to allow physicists
to reveal the physics beyond the SM by producing yet to be discovered rare events through
proton-proton (p− p) collisions. In order to produce these rare events (whose probability
varies with collision energy, among others) in the first place, high beam energy is required. To
produce enough of them requires high luminosity. Therefore the LHC is designed to collide
proton beams with a centre-of-mass energy of 14 TeV and an unprecedented luminosity of
1034cm−2s−1.
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The existing accelerator complexes at CERN, including the LHC is illustrated in Figure 2.1.
Before being injected into the LHC, proton beams will pass through a succession of machines
which bring the beam to increasingly higher energies. These steps are shown on the left of
Figure 2.1. The protons begin their journey in the LINear ACcelerator (LINAC) 2 with 50 MeV
of energy. They are then injected into Proton Synchrotron Booster (PSB) which takes over
to accelerate the protons to an energy of 1.4 GeV before being fed to the PS where they are
accelerated to 25 GeV. Finally, having accumulated an energy of 450 GeV in the Super Proton
Synchrotron (SPS), the protons are then injected into the LHC, where they acquire nominal
energy of 7 TeV.

1

2

3

4

51

2

3

4

5

LINAC 2
(50 MeV)

BOOSTER
(1.4 GeV)

PS
(25 GeV)

SPS
(450 GeV)

LHC
(7 TeV)

Fig. 2.1 CERN accelerator complexes and experiments. On the left is a schematic representation of
the different steps necessary to inject protons into the LHC ring. For each succession of machines,
the beam’s energy is increased by many fold. Figure adapted from CERN-DI-0606052 [76] ©CERN
Geneva.

Unlike particle-antiparticle colliders (e.g Tevatron) that can have both circulating beams
sharing the common magnet structure and vacuum chamber, being a particle-particle collider
LHC’s counter-rotating beams need opposite magnetic fields. However, due to limited space in
the tunnel and partly as a cost saving measure, the LHC adopted the twin-bore magnet design
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Table 2.1 An overview of performance-related parameters during LHC operations in 2012. In comparison,
the design values are also shown. [77]

Parameters Value in 2012 Design value
Beam energy [TeV] 4 7
β ∗ at interaction point 1 (ATLAS) 0.6 0.55
Bunch spacing [ns] 50 25
Number of bunches 1374 2808
Average bunch intensity [protons per bunch] 1.6−1.7×1011 1.15×1011

Normalised emittance at start of fill [mm.mrad] 2.5 3.75
Peak luminosity [cm−2s−1] 7.7×1033 1×1034

which consist of two sets of coils and beam channels within the same mechanical structure and
cryostat.

The maximum beam energy (momentum) attainable depends on the bending radius of the
magnet and the strength of the dipole magnetic field that keeps particles in their orbits. The
bending radius of the LHC main dipoles at 1.9K is 2803.98 m. The maximum beam energy that
can be reached in the LHC is therefore limited by the peak dipole magnet field in the storage
ring that bends the trajectory of the protons. A nominal operating dipole magnetic field of 8.33
T thus gives a maximum 7 TeV proton beam. To keep the protons on their circular path and in
focus, the LHC is fitted out with 1232 main dipole bending magnets and 392 main quadrupole
focusing magnets that are immersed in a bath of superfluid helium at 1.9 K. Driven by the
requirements for a long beam life time and to minimise the backgrounds to the experiments,
beam vacuum system must maintained a stringent vacuum as low as 1015H2m−3 (equivalent
hydrogen gas densities at cryogenic temperature).

For physicists, besides the beam energy, the other most important parameter is the number
of interesting events per second that can be generated in LHC collisions. It depends on the
machine luminosity [68]:

L =
N2

b nb frevγr

4πεnβ ∗ F (2.1)

where Nb is the number of particles in each bunch, nb is the number of bunches per beam, γr is
the relativistic gamma factor, frev is the number of revolution per second, εn is the normalised
transverse beam emittance (a measure of the spread of the beam in transverse phase space),
β ∗ is the beta or amplitude function at the interaction point, and F is the geometric luminosity
reduction factor due to the crossing angle at the interaction point. This relation assumes round
beams and equal values of the beta function for both beams in both planes. The corresponding
operating value (in 2012) and design value for these parameters are listed in Table 2.1.

At the LHC, each proton beam at full intensity will consist of 2808 bunches per beam with
a nominal bunch spacing of ∼ 7.5m or 25 ns. Each bunch will contain 1.15× 1011 protons
per bunch at the start of nominal fill. At near light-speed, a proton in the LHC will make 11
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Fig. 2.2 Cumulative luminosity versus time delivered to (green), recorded by ATLAS (yellow), and
certified to be good quality data (blue) during stable beams and for p− p collisions at 8 TeV centre-of-
mass energy in 2012. Plot taken from [78].

245 revolution per second. With this huge number of particles, what is left for LHC to do in
order to achieve a peak design luminosity of 1034cm−2s−1 is to squeeze those particles into
the smallest amount of space around the interaction region. This can be done by making the
emittance and beta function as small as possible.

The LHC is first started up with first beams circulated successfully on 10 September 2008.
Unfortunately a magnet quench incident seriously delayed the commissioning of the machine.
The LHC beam did not see beam again before November 2009. On 30th March 2010 first
collisions at a centre of mass energy of 7 TeV took place. Then the rest of year 2010 mainly
devoted to commissioning. 2011 marked the first production year with integrated luminosity of
more than 5 fb−1delivered by the LHC. In 2012, the beam energy was increased to 4 TeV per
beam at a 50 ns bunch spacing with around 1380 bunches. At the end of 2012 p− p collision
run, the LHC managed to delivered a total integrated luminosity of 22.8 fb−1. In total, ATLAS
recorded 21.3 fb−1where 20.3 fb−1of data is certified to be good quality data. This is the
dataset which this analysis is based on. Cumulative integrated luminosity versus day in 2012
are plotted in Figure 2.2.

The high instantaneous luminosity of the LHC leads to the overlap of several p− p in-
teractions in a single collision event. Depending on the length of the read-out window of a
sub-detector, signals from neighbouring bunch crossings can also be present simultaneously
when the detector is reading out. This kind of additional proton-proton collisions is called
“pile-up” events. The impact of interactions from the previous or next bunches is referred to
as out-of-time pile-up, whereas in-time pile-up results from the presence of multiple p− p
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interactions in the same bunch crossing. A common measure for the amount of pile-up in a
collision event is the number of interactions per bunch crossing, µ . It is calculated as

µ =
Lbunch ×σinel

frev
(2.2)

where Lbunch is the per bunch instantaneous luminosity, σinel is the inelastic cross section which
is taken to be 73 mb and frev is the LHC revolution frequency. The number of p− p inelastic
interactions per bunch crossing follows a Poisson distribution with mean value < µ >. This
value changes during data-taking as a function of time. It decreases with decreasing beam
intensity and increasing emittance. The highest value is at the start of the stable beam period of
the fill. The < µ > was found to be around 20 in 2012, as shown in Figure 2.3.
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Fig. 2.3 The luminosity-weighted distribution of the mean number of interactions per crossing for 2012
full p− p collisions dataset. The average number of interactions per crossing corresponds to the mean of
the poisson distribution of the number of interactions per crossing for each bunch. Plot taken from [78].

2.2 The ATLAS detector
The ATLAS experiment is one of the two general purpose experiments located at the LHC. The
ATLAS detector is forward-backward symmetric with respect to the interaction point (IP). It
is a hermetic detector designed to cover as large as possible the area around the interaction
point (IP). ATLAS incorporates multiple types of sub-detectors. It has a cylindrical shape with
concentric layers stacked onto each other. Each of the layers detects different properties of
particles. When particles from the p− p collisions are produced in the centre of ATLAS, they
move through the detector and are detected by its successive layers.
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Closest to the IP is the Inner Detector (ID). It measures the trajectories of charged particles.
Surrounding the ID is the calorimeter systems which are designed to measure the energy of
electrons, photons, and hadrons. Most particles except muons and neutrinos are stopped by
the calorimeter system. The Muon Spectrometer (MS) surrounds the calorimeters. The MS
is designed to measure the trajectories of highly penetrating muons leaving the calorimeters.
These sub-detectors are arranged around a unique magnet system that bends charged particles
in the ID and the MS, allowing their momenta to be measured. Each of this sub detector system
will be discussed in more detail in the following subsections.

Figure 2.4 shows the overall layout of the ATLAS detector. Its main performance goals are
listed in Table 2.2.

Fig. 2.4 Overview of the ATLAS detector [CERN-GE-0803012 ©CERN Geneva].

2.3 Inner detector
The main function of the ID [79, 80] is to reconstruct tracks and vertices as well as to measure
the momentum of charged particles. It also provides particle identification. A solenoidal
magnetic field of 2 T, parallel with the beam line, surround the ID. The ID comprise of
three independent but complementary sub-detectors, namely the pixel detector [81], the semi-
conductor tracker (SCT) [82] and the transition radiation tracker (TRT) [83]. The ID layout is
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Table 2.2 Designed momentum and energy resolution and pseudorapidity coverage of the ATLAS
detector.

Detector component Required resolution [GeV]
η coverage

for measurement for trigger
Inner detector

σpT
pT

= 0.05%pT ⊕1% ±2.5 -
EM calorimetry σE

E = 10%√
E
⊕0.7% ±3.2 ±2.5

Hadronic calorimetry (jets) :
•barrel and end-cap σE

E = 50%√
E
⊕3% ±3.2 ±3.2

•forward σE
E = 100%√

E
⊕10% 3.1 < |η |< 4.9 3.1 < |η |< 4.9

Muon spectrometer
σpT
pT

= 10% at pT= 1000 ±2.7 ±2.4

shown in Figure 2.5 and Figure 2.6. The expected performance of each component, which is
required even at the highest luminosities expected from LHC collisions, is listed in Table 9.1b.

Fig. 2.5 Cut-away view of the ATLAS inner detector. [CERN-GE-0803013 ©CERN Geneva].

The innermost part of the ID, immediately outside the LHC beam pipe, is the pixel detector.
It provides the highest granularity with the minimum pixel size on a sensor is 50×400 µm2. All
of the 1744 pixel sensors have approximately 80 million readout channels and are distributed
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Figure 4.1: Plan view of a quarter-section of the ATLAS inner detector showing each of the major
detector elements with its active dimensions and envelopes. The labels PP1, PPB1 and PPF1
indicate the patch-panels for the ID services.

The above operating specifications imply requirements on the alignment precision which are
summarised in table 4.1 and which serve as stringent upper limits on the silicon-module build
precision, the TRT straw-tube position, and the measured module placement accuracy and stability.
This leads to:

(a) a good build accuracy with radiation-tolerant materials having adequate detector stability and
well understood position reproducibility following repeated cycling between temperatures
of �20�C and +20�C, and a temperature uniformity on the structure and module mechanics
which minimises thermal distortions;

(b) an ability to monitor the position of the detector elements using charged tracks and, for the
SCT, laser interferometric monitoring [62];

(c) a trade-off between the low material budget needed for optimal performance and the sig-
nificant material budget resulting from a stable mechanical structure with the services of a
highly granular detector.

The inner-detector performance requirements imply the need for a stability between alignment
periods which is high compared with the alignment precision. Quantitatively, the track precision
should not deteriorate by more than 20% between alignment periods.

– 54 –

Fig. 2.6 Plan view of a quarter-section of the ATLAS inner detector showing each of the pixel, SCT and
TRT elements and their coverage. Figure taken from Reference [70].

in three cylindrical layers and three disk layers on each side. It is designed to provide uniform
coverage within the pseudorapidity1 range |η | < 2.5. The intrinsic position resolution of
individual pixel detector module in r-φ (z) direction is expected to be around 10 µm (115 µm).
The intense radiation environment of the LHC, especially at small radii, mandates all pixel
detectors elements to have a high radiation hardness requirement. Hence they are designed to
withstand a lifetime dose of 500 kGy or a total particle fluence (normalized to the equivalent of
the damage of 1 MeV neutrons per non-ionising energy loss) of about 1015neqcm−2.

Similar to the pixel detector, the SCT detectors use semiconductor sensor to provide
precision space-point coordinates. The SCT system consists of four barrel layers and two
end-caps each of nine disks. In total there are 8448 barrel and 7104 end-cap microstrip sensors,

1The ATLAS coordinate system is a right-handed system with the x-axis pointing to the center of the LHC ring
and the y-axis pointing upwards. The polar angle is measured with respect to the LHC beam-line. The azimuthal
angle is measured with respect to the x-axis. The rapidity is defined as y = 0.5× ln[(E + pz) = (E − pz)], where
E denotes the energy and pz is the component of the momentum along the beam direction. The pseudorapidity is
an approximation for rapidity y in the high energy limit, and it is related to the polar angle, θ as η =−ln(tan θ

2 ).
Transverse momentum and energy are defined as pT = p× sinθ and ET = E × sinθ , respectively.
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giving approximately 6.3 million readout channels. The sensor is 285 µm thick. For the barrel
layers, each microstrip sensor has 768 readout strips at a constant pitch of 80 µm. They are
assemble pairwise, glued back-to-back with a relative rotation of 40 mrad with respect to each
other, with one set of strips in each layer parallel to the beam direction. For the end-cap layers,
the pair of microstrip sensors are arranged such that a set of strips running radially and the
other at an angle of 40 mrad. Because of the wedge-shaped geometry of these end-cap sensor,
the pitch is not constant but the mean is still approximately 80 µm. Similar to the pixel detector,
the SCT provides coverage within the pseudorapidity range |η |< 2.5. The intrinsic position
resolution of the microstrip sensor is around 17 µm in Rφ and 580 µm in z. All the SCT sensors
components are designed to be able to operate up to ∼ 2×1014 neqcm−2

Finally, the TRT with 73 barrel layers and 160 end-cap layers constitutes the outermost part
of the ID. The detecting elements are made out of 4 mm inner diameter thin-walled proportional
drift tubes with 30 µm diameter gold-plated tungsten wire. The barrel parts contain 52 544
straws 144 cm in length oriented parallel to the beam while two end-caps has 122 880 straws
37 cm in length oriented perpendicular to the beam axis. Each straw is filled with gas mixture
Xe(70%) +CO2(27%) +O2(3%) that was chosen to provide advantages such as efficient
transition radiation absorption, high electron drift velocities and a wide operating plateau,
among others. The TRT provide in average 35-40 space points on a track for pseudorapidity
rage |η |< 2.0. The intrinsic drift-time accuracy of TRT is around 130 µm per straw.

2.4 Calorimeters
The ATLAS calorimeters consist of an inner electromagnetic (EM) calorimeter and an outer
hadronic (HAD) calorimeter. Both of the calorimeters are classified as sampling calorimeters
that consist of alternating dense absorber material (e.g. lead, copper or iron) to induce either
EM or hadronic showers and active material (e.g. liquid argon or scintillating tiles) to sample
the output signal by the particle shower, which is proportional to the incident particle’s energy.
When a particle travel through the calorimeter only some fraction of the shower energy is
sampled by the active material. The full energy of the original particle is reconstructed offline
through layer weighting technique. To achieve excellent missing energy determination, the
ATLAS calorimeters have an almost 4π acceptance. An overview of the ATLAS calorimeters
is illustrated in Figure 2.7.

The ATLAS EM calorimeter is a liquid argon (LAr) sampling detector with lead absorbers.
Between the absorbers are the readout electrodes which consist of three conductive copper
layers separated by insulating polyimide sheets. The calorimeter is divided into a barrel part and
two end-caps at each side. The barrel calorimeter cover the pseudorapidity range |η |< 1.475,
with a total thickness of varying from 22 to 33 radiation length, X0. On the other hand, the
end-cap parts cover the region 1.375 < |η | < 3.2 with active depth ranging from 24 to 38
X0. Both the barrel and the end-cap EM calorimeter have accordion shaped absorbers and
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Fig. 2.7 Overview of the ATLAS calorimetry. Near the beam-pipe the tracker is visible, surrounding
it is the EM calorimeter and beyond the hadronic calorimeter. Both barrel and end-caps elements are
displayed. [CERN-GE-0803015 © CERN Geneva].

electrodes. Such a geometry was chosen because it provides a full coverage in φ without any
cracks. These calorimeter parts are further divided into several active layers in depth. For
region 0 < |η | < 2.5 there are three longitudinal segments while for region 2.5 < |η | < 3.2
there are two. The sketch of the barrel module with three longitudinal segments and with
different η −φ granularities is shown in Figure 2.8. The first layer is finely segmented with
strips along η to allow accurate position measurement. The second layer collects the largest
fraction of energy of the electromagnetic shower. Together, the first and the second layer enable
the measurement of the electromagnetic shower in η direction. The third layer collects only
the tail of the electromagnetic shower. It is therefore less segmented in η . The active depth of
the three samplings are 4.3 X0, 16 X0, and 2 X0 respectively, at η = 0. In the region |η |< 1.8,
the EM calorimeter is preceded by a pre-sampler (a separate thin instrumented LAr layer)
to correct for the energy lost in the upstream material (inner detector, supporting structure,
cryostat, superconducting coil etc.). Finally in the forward region (3.1 < |η |< 4.9), the LAr
EM calorimeter has longitudinal samplings with copper rods and matrix.

Surrounding the EM calorimeter and in the region 0 < |η |< 1.6, the hadronic calorimeter
consists of scintillator tiles as the active medium and steel as the passive absorber medium.
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Fig. 2.8 Schematic view of a section of the EM barrel detector, displaying the granularity of the three
sampling and the accordion structure. Figure taken from Reference [84]

The tile calorimeter is approximately 7.4 interaction length (λ ) thick and the scintillator tiles
are oriented radially and normal to the beam line. It is composed of one central barrel and
two extended barrels. Both sides of the scintillator tile are read by wavelength-shifting fibres
into two separate photomultiplier tubes. The readout cells are projective (pointing) in φ and
only pseudo-projective (semi-pointing) in η . For region 1.5 < |η |< 3.2, the hadronic end-cap
calorimeter (HEC) is an LAr sampling calorimeter with copper as the absorber medium. The
parallel copper plate is orthogonal to the beam axis. The HEC consists of two consecutive
wheels with absorber thickness of 25 and 50 mm respectively. Finally the hadronic calorimeter is
extended to 3.1< |η |< 4.9 by hadronic forward calorimeter. This hadronic forward calorimeter
has longitudinal samplings with tungsten rods and matrix.

2.5 Muon spectrometers
Muon is one of the only few detectable particles that can penetrate through the calorimeters and
reach the outermost part of ATLAS, known as the muon spectrometer (MS) [85]. Apart from
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serving the functions of simply identifying and independently triggering on muon, the MS is
also design for stand-alone (independent of the inner detector) high performance transverse
momentum measurement as required by the physics programs of ATLAS. More specifically,
the MS is expected to be able to measure the transverse momentum of 10-200 GeV muons with
2-4% accuracy and 1 TeV muons with 10% accuracy. The MS is a tremendously large tracking
system. It is composed of the large superconducting air-core toroids to bend muon trajectory in
the r− z plane, the precision tracking chambers for accurate momentum resolution and a set of
triggering chambers with fast response. An illustration of the muon chambers and magnets is
shown in Figure 2.9.

Fig. 2.9 Overview of the ATLAS muon spectrometer [CERN-GE-0803017 © CERN Geneva].

The precision tracking chambers in the barrel region are arranged in three concentric
cylindrical shells (or stations) around the beam axis. Two types of precision tracking chamber
are used. They are the Monitored Drift Tube (MDT) and Cathode-Strip Chamber (CSC). The
MDTs cover the pseudorapidity range |η | < 2.7. These chambers consist of three to eight
layers of pressurised aluminium drift tubes with tungsten-rhenium wires. When a muon passes
through the volume it knocks electrons off the atoms of the gas which then drift to the wire
under the influence of the applied electric field. By registering the drift times of these electron,
one can determine the coordinates of a track in the plane of the layer and in the direction across
the tubes. The average resolution is 80 µm per tube, or about 35 µm per chamber. The CSCs
are multi wire proportional chambers with the wires oriented in the radial direction. Each
chamber has four cathode strip planes at right angles to the wire direction, resulting in four

34



2.6 Trigger and data acquisition system

independent measurements in η and φ along each track. The position of the track is obtained by
interpolation between the charges induced on neighbouring cathode strips. The CSCs provide a
resolution of 60 µm per CSC plane along the bending direction.

The trigger chambers of the MS are designed to provide functions such as discrimination
on muon transverse momentum, bunch-crossing identification, and measurement of the muon
coordinate in the direction orthogonal to that determined by the precision-tracking chambers.
The trigger system covers the pseudorapidity range |η | < 2.4. For the barrel regions (|η | <
1.05), the Resistive Plate Chamber (RPC) is used while for the end-cap regions (1.05 < |η |<
2.4) the Thin Gap Chamber (TGC) is used. Each RPC consist of two parallel plates with
opposite charges, both made of a very high resistivity plastic material and separated by a gas
volume. Each plate measures coordinate in η and φ . A track going through all three RPC layers
thus delivers typically six measurements in η and φ . These measurement can be then used in a
coincidence scheme of the trigger logic to reject fake tracks from noise hits. The TGC operates
on the same principle as multi-wire proportional chambers, providing good time resolution to
tag the beam-crossing with high efficiency and high rate capability. The TGCs are arranged in
four layers orthogonal to the beam axis. The trigger information is generated by a system of
fast coincidences between the three last layers along the trajectory of the muon particle.

2.6 Trigger and data acquisition system

When operating at the design luminosity of 1034cm−2s−1 the LHC will have a 40 MHz bunch
crossing rate, with an average of 25 p− p collision per bunch crossing. It is both technologically
impossible and cost prohibitive to transfer and record all the collision information given an
event rate of about 1 GHz and an event size of approximately 1.5 MB. Moreover, the collision
rate is dominated by non-interesting physics (as a comparison, Higgs boson production rate
is only ∼0.6 Hz at the design luminosity) and most of them can be rejected. Still, all of the
interesting data needs to be stored. To achieve this, ATLAS has developed a highly efficient,
flexible and robust trigger system to make the online selection of particle collisions potentially
containing interesting physics. The purpose of the trigger system is to constrain the an output
rate of recording to be less than 200 Hz (limited by the computing resources for offline storage
and processing of the data).

A schematic diagram of the ATLAS trigger is shown in Figure 2.10. The ATLAS trigger
system [86] consists of three triggers, namely the Level-1 (L1) trigger [87], the Level-2 (L2)
trigger and the Event Filter (EF). Together, L2 and EF are called the High Level Trigger (HLT).
At each step, more refined and complex decisions (longer latencies) are made to successively
lower data rates. As long as the buffers do not fill up (overflow), no additional dead-time is
introduced.

The L1 trigger is a hardware-based, pipelined system designed to reduce the rate to a
maximum of 75 kHz. It uses signals coming primarily from the dedicated trigger hardware in
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Fig. 2.10 Schematic diagram of the ATLAS trigger system. Figure adapted from Reference [86]

the calorimeter and the muon sub-detectors. It is not practical to make a trigger decision in
the time between bunch crossings because of the very short (25 ns) bunch-crossing interval.
Hence the information for all detector channels has to be retained in the pipeline memories on
the detector electronics while the trigger decision is being formed. The L1 latency, which is the
time from the collision until an event is accepted by the L1 trigger is set at 2.5 µs (with a target
latency of 2.0 µs and 0.5 µs as contingency). In order to achieve a latency of less than 2.5 µs,
the L1 trigger system is implemented in the fast custom electronics.

Most of the rate reductions must be accomplished by the trigger system identifying events
of interest. For this, the L1 trigger is supplied with a trigger menu, which is a list of up to 256
criteria upon which to determine if an event is accepted or not. These trigger criteria or items in-
clude combinations of candidate physics objects (signatures) such as muons, electrons, photons,
jets, and τ-leptons decaying into hadrons (with specific transverse momentum threshold), as
well as large missing and total transverse energy. Events from the pipelines that passed the L1
trigger selection are then transferred off the detector to the next stages of the detector-specific
functional elements of the front-end systems called the Readout Drivers (ROD).

The L2 trigger is software-based system designed to reduce the L1 output rate to below
3.5 kHz with an average processing time of 40 ms/event. After the L1 trigger selection, the
data rates are reduced but can still be massive (∼100 GB/s). To cope with this high data rates,
the L2 trigger selection is seeded by the Region of Interest (RoI) information provided by the
L1 trigger. RoI is the region in the detector where the L1 trigger has identified interesting
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features within the event. Thus L2 trigger can use the full granularity and precision of all the
available detector data within the RoI. The resulting total amount of RoI data is minimal (a
few percent of the L1 trigger throughput). L2 uses specialised fast reconstruction algorithms
(for example the pT of the L2 stand-alone-muon is reconstructed base on simple parameterised
functions) to compute event feature quantities associated with the RoI. It is optimised for timing
performance. Events passing the L2 trigger are then transferred to the event-builder system and
subsequently to the EF for final selection.

The final stage of the event selection is carried out by the EF. The EF is designed to reduce
the rate to 200 Hz with an an event processing time of 4 s/event, averaged overall events. It
gets full event information from the event builder which assembles all event fragments from
the readout buffer. The EF is mostly based on the same offline reconstruction algorithms that
analyse data on large computing farms. It reconstructs the event with greater precision than at
the L2 trigger stage. Finally events selected by the EF are formatted as raw data prior to being
moved to permanent storage at the CERN computer centre.
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Chapter 3

Data and Monte Carlo samples

In Section 3.1, we will provide details about the datasets that are used in this analysis. To make
predictions for signal and backgrounds processes in a p− p collision, Monte Carlo (MC) event
generators are used. The process in which these signal and background events are simulated
as well as the generators that are used for the event generation will be clarified in Section 3.3
and 3.4 respectively.

3.1 Collision data
The data used in this analysis were recorded by the ATLAS experiment during the 2012 LHC
Run I with a centre-of-mass energy of 8 TeV. It corresponds to an integrated luminosity of
20.3 fb−1 [88]. The data were recorded by the ATLAS detector between April and December
of 2012. Datasets are labeled as A, B, C, D, E, G, H, I, J, and L for different data taking
periods1. These datasets are summarised in Table 3.1 with details of the data taking periods,
their corresponding run numbers2, integrated luminosities and total number of events for each
data taking period. For the datasets to be deemed good for physics analysis, they must pass
ATLAS Data Quality (DQ) requirements. There are more than 100 such DQ criteria, which can
be roughly categorised in several groups:

• Global monitoring — This criterion confirm that DQ information has been evaluated and
reviewed by experts. It also acts as an indication that no anomalous behaviour of the
magnets and luminosity detectors are observed.

1Data taking periods are designed such that they represent data with a coherent configuration of the detector
and the trigger. Any significant changes to either the detector configuration/calibration or to the trigger should
usually cause the definition of a new period.

2The data recorded by the ATLAS detector in each data taking period is further organised into runs. Each run
usually corresponding to a fill of the LHC. The runs are subdivided into luminosity blocks which typically has a
time interval of one minute length during which the beam and detector conditions is approximately constant. This
allows quantities such as the number of interactions per bunch crossing, ⟨µ⟩, averaged over a luminosity block, to
be calculated. Luminosity blocks are also used in the evaluation of data quality criteria.
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Table 3.1 List of data samples used in the analysis.

Period Dates Run Numbers L [pb−1] Number of Events
A Apr-04 : Apr-20 200804 : 201556 794.80 187,250,442
B May-01 : Jun-18 202660 : 205113 5104.55 652,495,436
C Jul-01 : Jul-24 206248 : 207397 1408.33 278,991,901
D Jul-24 : Aug-23 207447 : 209025 3296.18 455,776,019
E Aug-23 : Sep-17 209074 : 210308 2531.50 372,901,528
G Sep-26 : Oct-08 211522 : 212272 1276.43 190,494,845
H Oct-13 : Oct-26 212619 : 213359 1447.39 272,481,044
I Oct-27 : Nov-02 213431 : 213819 1019.28 155,753,940
J Nov-02 : Nov-26 213900 : 215091 2603.29 415,159,353
L Nov-30 : Dec-06 215414 : 215643 824.12 133,748,710

A-L Apr-04 : Dec-06 200804 : 215643 20323.9 3,115,053,218

• Detectors status — Data are required to satisfy conditions ensuring all essential elements
of the ATLAS detector were operational while the data were collected. The monitoring
are based on detector control conditions such as nominal voltages, temperature, humidity,
etc. The dataset will be flagged if there is any possible hardware and data-taking problem
in any of the detector sub-systems.

• Trigger status — Mainly for assessing if the L1-triggers were working at a reasonable
efficiency. It also monitors any timing, consistency, synchronisation or data problems.

• Objects reconstruction performance — Quality criteria are imposed to ensure that elec-
trons, photons, muons, taus, jets, and missing transverse energy reconstruction algorithms
as well as b-tagging algorithms behaved as expected. Checks are performed on the rele-
vant variables to ensure that they show sensible distributions.

The physics events collected by the detector are subdivided into streams according to the
classes of trigger signatures, e.g. minimum bias (physics_MinBias stream), jets/taus/missing
energy (physics_JetTauEtmiss stream), electron/photon (physics_Egamma stream), muons
(physics_Muons stream). An event can have more than one trigger signature. Hence it can
flow in several streams. In this analysis, three different data streams selected by using the lowest
unprescaled1 triggers are used. To select the signal physics_JetTauEtmiss stream is used.
For backgrounds estimation, physics_Egamma stream, and physics_Muons stream are used.
The details of the trigger used in each data stream will be further explained in Section 4.11.

1An artificial random data drop at the trigger decision level to reduce the total trigger rate so that it stays
below the acceptable level.
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3.2 Event simulation
To simulate a complete event that may happen in a p− p collision, MC generators are used.
The simulation procedures can be roughly grouped into three steps (as illustrated in Figure 3.1),
that is event generation, followed by detector and physics interaction simulation and finally
digitisation of the energy deposited in the detector into voltages and currents for comparison to
the readout of the ATLAS detector. In this section we will briefly discuss what happens in each
of these steps. For a more complete discussion of the ATLAS simulation infrastructure, see
Reference [89].

Object
reconstructionDigitisationDetector 

simulation
Event 

Generation
MC 

samples

physics and 
detector response; 

hit collections;
full/fast simulation

converts the hits 
produced
by the simulation into 
detector responses 
(voltage, currents,  
signal shape, etc.)

 production of a 
set of particles

ATLAS MC simulation

Fig. 3.1 A flow chart depicting the ALTAS MC samples production steps.

Event generation
Event generation consists of simulating p− p collisions to produce hypothetical particles
with the distribution predicted by the theory. This includes the simulation of the hard
scatter process, initial state radiation (ISR), parton showers, multiple interactions, the
hadronization processes, underlying events, and unstable particle decays. The MC
generators that are used to simulate signals and backgrounds processes considered in
this work include PYTHIA8.175 [90], SHERPA [91], ACERMC [92], POWHEG [93],
MC@NLO [94–96], and MADGRAPH [97].

Detector simulation
The generated particle-level events are fed into the ATLAS simulation software packages
through interfaces in the ATLAS software framework [98, 99]. Different simulation
strategies with varying degrees of accuracy and simulation speed are used to perform
the simulation of the physics processes and detector response. Two such strategies
relevant for generating the MC samples used in this analysis are the standard ATLAS full
simulation (FULLSIM) [100, 101] and the ATLAS fast simulation (ALTFAST-II) [102].
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FULLSIM uses full description (geometry, disabled parts, temperatures, high-voltage
settings, and etc.) of ATLAS detector. It gives a complete description of the decays
and the interactions of all the generated particles with all the active and passive detector
material. The energy, position, and time associated with each hit are recorded. FULLSIM
is accurate but very resource intensive. The approach adopted by the ATLFAST-II
simulation is to use the full simulation only for the inner detector, muon system, and the
other detector subsystems, while using a simplified modelling of the calorimeter geometry
and replacing the simulation of the development of particle showers (energy deposition
and shower properties, including fluctuations and correlation) in the calorimeter by
parametrisations. This approach is intrinsically less accurate, but the simulation time
is considerably reduced. The result of ALTFAST-II simulation has been validated
against the Geant4 based full simulation for electrons, jets, and missing transverse
energy [89, 103, 104]. The difference is found to be tolerable especially when the details
of the ATLAS detector performance (shower energy profiles, cracks in the calorimeters,
etc...) are not of crucial importance.

Digitisation
The ATLAS digitisation converts the hits produced by the simulation into signal that
represent the detector responses. The signal may include records that the voltage or
current on a particular readout channel has exceeded a preconfigured threshold within
a particular time-window, or in some cases, the detailed signal shape over the time-
window. Within a digitisation job, hits from the underlying and pile-up interaction are
incorporated on top of that from the hard scatter. The distinct properties associated with
each sub-detector (charge collection efficiencies, cross-talk, noise, and channel dependent
variations in detector response) are modelled in sub-detector specific digitisation software.
They are tuned to reproduce the detector response seen in test beam and cosmic ray data.
The signal from the detector is converted to the same raw data format as that is written
out from the detector’s readout drivers. Finally these raw data is passed through the same
trigger chain and is subjected to the same reconstruction algorithms that are applied to
the real ATLAS data.

3.3 Simulated signal samples
MC signal samples are generated with MADGRAPH, interfaced to PYTHIA v8.175 using the
AU2 parameter settings (tune) [105] for parton showering, hadronization, and underlying event
simulation. The simulated samples are processed with a full ATLAS detector simulation. For
all signal samples, the Higgs boson mass is fixed to 125 GeV. The CTEQ6L1 PDF set [106]
is used for all the EFT samples. Furthermore, samples are produced for scalar and fermionic
DM particle masses ranging from 1 to 1000 GeV. The couplings (Λ or λ ) for each sample are
chosen such that the kinematics of the EFT samples become only a function of the DM mass.
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Table 3.2 List of signal samples used in the analysis. All signals were generated with MADGRAPH.

Operators Masses [GeV] Generator σ0 [pb] Parameters

xxhh

mχ = 1 MADGRAPHv1.5.1+PYTHIA v8.175 1.52E-007 λ = 0.0001
mχ = 65 MADGRAPHv1.5.1+PYTHIA v8.175 8.31E-012 λ = 0.0001
mχ = 100 MADGRAPHv1.5.1+PYTHIA v8.175 3.05E-013 λ = 0.0001
mχ = 500 MADGRAPHv1.5.1+PYTHIA v8.175 3.59E-017 λ = 0.0001

mχ = 1000 MADGRAPHv1.5.1+PYTHIA v8.175 5.88E-020 λ = 0.0001

xxhhg5

mχ = 1 MADGRAPHv1.5.1+PYTHIA v8.175 1.09E-003 Λ = 10 TeV
mχ = 65 MADGRAPHv1.5.1+PYTHIA v8.175 2.00E-007 Λ = 10 TeV
mχ = 100 MADGRAPHv1.5.1+PYTHIA v8.175 2.44E-008 Λ = 10 TeV
mχ = 500 MADGRAPHv1.5.1+PYTHIA v8.175 5.32E-011 Λ = 10 TeV

mχ = 1000 MADGRAPHv1.5.1+PYTHIA v8.175 3.02E-013 Λ = 10 TeV

xdxhDh

mχ = 1 MADGRAPHv1.5.1+PYTHIA v8.175 1.08E-001 Λ = 100 GeV
mχ = 65 MADGRAPHv1.5.1+PYTHIA v8.175 1.55E-002 Λ = 100 GeV
mχ = 100 MADGRAPHv1.5.1+PYTHIA v8.175 9.33E-003 Λ = 100 GeV
mχ = 500 MADGRAPHv1.5.1+PYTHIA v8.175 1.71E-004 Λ = 100 GeV

mχ = 1000 MADGRAPHv1.5.1+PYTHIA v8.175 2.86E-006 Λ = 100 GeV

xgxFhDh

mχ = 1 MADGRAPHv1.5.1+PYTHIA v8.175 1.44E+001 Λ = 100 GeV
mχ = 65 MADGRAPHv1.5.1+PYTHIA v8.175 1.34E+001 Λ = 100 GeV
mχ = 100 MADGRAPHv1.5.1+PYTHIA v8.175 1.23E+001 Λ = 100 GeV
mχ = 500 MADGRAPHv1.5.1+PYTHIA v8.175 2.34E+000 Λ = 100 GeV

mχ = 1000 MADGRAPHv1.5.1+PYTHIA v8.175 1.46E-001 Λ = 100 GeV

Table 3.2 lists the MC signal samples used in this study, along with their mass parameter values
and cross sections.

3.4 Simulated background samples
Table 3.3 summarises the various event generators and parton distribution function (PDF) sets,
as well as parton shower and hadronization software used to simulate various background
processes. Sometimes a filter is applied during event generation such that the generator will
only generate events that pass some selection to increase statistics in a particular region of phase
space. In this case, a single multiplicative factor called filter efficiency (that takes into account
the fact we are not generating the full cross-section of that process) need to be applied during
the analysis to get the correct normalisation. Some MC generators described above generate
cross sections for the requested hard process that are correct at LO. However, for processes
(e.g. W+jets and SM Higgs) where the cross-section at a higher order is non-negligible, this
approximation is insufficient. Hence, cross sections are normalised or scaled by using a higher-
order correction factor, called k-factor. It is defined as the higher-order cross section calculation
divided by the lower-order cross section calculation for a related inclusive cross section. Further
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details (i.e. filter, cross section, k-factor, filter efficiency, and number of weighted events) for
each background MC sample are presented in Table A.1-Table A.7 in Appendix A.

The W/Z/γ+jet events are divided into non-overlapping “B filter”, “C-jet filter & B veto”,
and “B & C-jet veto” samples, where the B filter requires the existence of B-hadrons within
|η | < 4 and the C-jet filter demands the presence of C-hadron flavoured jets with pT > 15
GeV and |η |< 3. This allowed the statistics of the critical W/Z/γ+heavy-flavor samples to be
increased using less computational resources. In addition, these sample are produced in slices
of vector boson transverse momentum: pV

T > 0 GeV, 70 < pV
T < 140 GeV, 140 < pV

T < 280
GeV, 280 < pV

T < 500 GeV, and pV
T > 500 GeV. This is to ensure that the statistics in the

most sensitive high pV
T bins could be increased. To avoid overlap between the pV

T > 0 GeV
with higher pT extension samples, high pT events in pV

T > 0 GeV sample are veto. For tt̄
events, a filter which requires at least one W boson from top decays into charged leptons
(e,µ,τ) is used. Similarly, the W boson produced in the single top events via the s- and
the t-channel are required to decay leptonically, while the events of the Wt production are
simulated inclusively. Higgs boson mass of 125 GeV is used consistently to generate all the
SM Higgs backgrounds in ZH → νν̄bb̄ , WH → ℓνbb̄ , and ZH → ℓ+ℓ−bb̄ channels, where
ℓ= e,µ,τ . The H → bb̄ decay branching ratios come from Reference [107, 108]. Furthermore,
the samples are normalised using the central values of the cross sections calculated at next-to-
next-to-leading-order (NNLO) in QCD corrections [109] and next-to-leading-order (NLO) in
electroweak (EW) corrections [110]. No filter is used for the WW sample. For the ZZ sample,
lepton, and missing transverse energy filters are used to increase the statistic of the ZZ samples.

Table 3.3 Summary of MC event generators, PDF sets, and parton shower and hadronization models
utilized in the analyses for both the signal and background processes.

Model / Process Generator PDF Parton Shower / Hadronization
W/Z/γ+jets SHERPA v1.4.3 CT10 SHERPA v1.4.3
tt̄ POWHEG r2129 CT10 PYTHIA v6.427 with P2011C tune
Single top (s-ch., Wt) MC@NLOv3.31 CT10 JIMMY v4.31 with AUET2 tune
Single top (t-ch.) ACERMCv3.8 CTEQ6L1 PYTHIA v6.426 with AUET2B tune
WW/WZ/ZZ POWHEG r2330.3 CTEQ6L1 PYTHIA v8.175 with AU2 tune
qq̄ →V h PYTHIA v8.175 CTEQ6L1 PYTHIA v8.175 with AU2 tune
gg → Zh POWHEG r2330.3 CT10 PYTHIA v8.175 with AU2 tune
QCD multi-jet PYTHIA v8.160 CT10 PYTHIA v8.160 with AU2 tune
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Chapter 4

Physics objects reconstruction and
identification

Before selecting the Emiss
T +h(→ bb̄) event it is essential to reconstruct, identify, and select the

basic objects such as track, leptons, jets and so on. In each of the following section, we first
examine how each object is reconstructed and identified. This is followed by a brief discussion
of the role each object plays in this analysis as well as the requirements used to select them.

4.1 Track and vertex

The default track reconstruction employ an “inside-out”1 strategy [111, 112]. The first step
of the track reconstruction is the creation of space-point objects—three-dimensional repre-
sentations of the pixel and SCT sub-detectors measurements. Three or more space-points are
combined to form a track candidate. As the track candidate is propagated outwards from the
innermost layer of the pixel detector, successive silicon hits are added to the candidate. Outlier
hits that contribute to the large χ2 of the track fit are removed. The candidate track is scored in
a reward-penalty scheme with respect to one another. Each additional hit leads to a better score
value. Hit from less precise detector parts is scored less. The χ2 of the track fit is also used
to penalise poor-quality candidate. After the reconstruction of track in the pixel and the SCT
detectors, the successful candidate is extrapolated into the TRT volume and associated with
its drift circles. The full track is refitted by combining the full information of all three ID sub
detectors. Finally the newly fitted track is kept if it has a quality score which is higher than that
of the original track candidate.

After the successful reconstruction, the track candidates passing the criteria listed in
Table 4.1 are used as the input to the vertex reconstruction algorithms. The track reconstruction

1There is also a complementary “outside-in” track finding strategy. It searches for unused track segments
in the TRT. Such segments are extended into the SCT and pixel detectors to improve the tracking efficiency for
secondary tracks from conversions or decays of long-lived particles
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efficiency with this selection is between 75% and 85% for tracks with pT above 500 MeV and
|η |< 1.5.

Table 4.1 Tracks selection criteria [113]. Tracks that pass these requirements are used as inputs to
reconstruct primary vertices.

Observable Cut value
pT (MeV) > 400
The number of SCT hits ≥ 4
The number of silicon detectors (pixel or SCT) hits ≥ 9
The number of missing hits in the pixel detector == 0
Transverse impact parameter with respect to the primary vertex, |d0| [mm] < 1.5
Transverse impact parameter resolution, σ(d0) [mm] < 5
Longitudinal impact parameters resolution, σ(z0) [mm] < 10

To reconstruct the primary vertices, a seed is first formed around the beam spot using the
reconstructed tracks at their respective points of closest approach to the centre of the beam
spot. The optimal position of the primary vertices (PV) is found by performing an iterative
χ2 minimisation algorithm with the seed position as the starting point and parameters of
reconstructed tracks as input. A weight (as a function of the fitted χ2) is associated to each
track to assess its compatibility with the vertex candidate. The vertex position is recalculated
using the weighted tracks, and then the procedure is repeated, recalculating track weights with
respect to the new vertex position. Tracks which are incompatible with the vertex by more than
approximately seven standard deviations are removed from the vertex candidate. Finally all
vertices with at least two associated tracks are retained as valid PV candidates.

In this analysis, the PV is required to have at least 5 associated tracks. Of all the recon-
structed vertices, the one with the highest ∑ p2

T of the associated tracks is selected as the
hard-scatter vertex. The rest are categorised as the pile-up vertices.

4.2 Isolation
For prompt electrons, photons, and muons produced in the hard process, typically there is no
energy deposited around them apart from low-energy activities coming from the underlying
event, multiple interactions, and pile-up collisions. On the other hand, fake or non-prompt
electrons, photons, and muons are typically accompanied by some additional energy coming
from the jet. In order to select prompt objects, we define the “isolation” variables below, which
are required to be smaller than a certain threshold.

i. Etcone_XX (TopoEtcone_XX) — This variable is defined as the sum of calorimeter cell
energies (topological cluster transverse energies at EM scale1) inside a cone with radius

1See Appendix B.1 for more description.
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∆R = 0.XX around the cluster barycenter (from which the electron, photon or muon
candidate is reconstructed). To remove the energy of the prompt electron, photon or
muon, a ∆η ×∆φ = 5×7 grid of cells (in the middle layer of EM calorimeter) cantered
on the electron, photon or muon axis are excluded. All layers from the electromagnetic
and hadronic calorimeters are used, except the crack scintillators.

ii. Ptcone_XX — The track track isolation variable, computed by summing the pT of all ID
tracks within a cone of ∆R = 0.XX , centred around the lepton track direction. Electron
or muon track are removed. All the tracks are required to pass the selection in Table 4.2.
This variable is robust against pile-up for electrons and muons because of the impact
parameter cuts which constrain the tracks to come from the same vertex associated to
them.

Table 4.2 Tracks selection criteria. Tracks that pass these requirements are used as inputs to compute
track isolation.

Observable Cut value
pT (MeV) > 400
|η | < 2.5
The number of pixel detector hits ≥ 1
The number of SCT hits ≥ 9
The number of missing hits in the pixel detector == 0
Transverse impact parameter with respect to the primary vertex, |d0| [mm] < 1.5
Longitudinal impact parameters with respect to the primary vertex, |z0∗sinθ |
[mm] < 1.0

4.3 Electron

The reconstruction of electrons in the central detector region, |η | < 2.47, consists of three
steps:

1. seed-cluster reconstruction — Seed cluster with a local maximum transverse energy,
ET > 2.5 GeV is searched for by a sliding-window with a size of 3× 5 (in unit of
0.025× 0.025, corresponding to the EM calorimeter middle layer granularity) in the
η −φ space.

2. track-cluster matching — Selected tracks are extrapolated to the EM cluster barycentre.
Tracks associated to the clusters are refitted using the Gaussian Sum Filter (GSF) [114]
by taking into account the non-linear bremsstrahlung effect.
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3. electron candidate reconstruction — An electron is reconstructed if at least one track
is matched to the seed closest to the seed cluster is chosen. The four-momentum of the
electrons is computed by taking the final corrected EM cluster energy [115, 70] as its
energy and the η −φ direction of the best track matched to the original seed cluster as
its direction.

The electron identification used in this analysis is based on sequential cuts on a total of 13
discriminating variables as detailed in Table B.1 of Appendix B. Those variables include the
energy leakage into hadronic calorimeter, longitudinal and transverse shapes of the EM showers
in the EM calorimeters, the properties of the tracks in the ID, the matching between tracks and
energy clusters, and various other. Electrons (or photons) deposit their energy primarily in the
EM calorimeter. Therefore the energy leakage to the hadron calorimeter is required to be small.
Besides, hadrons tend to produce a broader transverse energy deposit in the calorimeter than
electrons. Hence, the shower shape in the calorimeter can be used to discriminate electrons
from jets. Further rejection of hadronic backgrounds can be achieved by imposing tighter
requirements on the quality of the electron track, track-cluster matching, transverse impact
parameter, and transition radiation in the TRT. To reject electrons from Dalitz decay and photon
conversions, we require electron candidates to have tracks with a hit in the innermost layer of
the pixel detector as well as the other layers of the silicon detectors.

The tag-and-probe method is used to measure the combine electron identification and
reconstruction efficiency. Z → eē and J/ψ → eē events are selected using the strict selection
criteria on one of the two electrons candidates (called “tag electron”). The second electron
candidate (called “probe electron”) can then be used for the efficiency measurements as the
electron ID is not applied. The efficiency is defined as the fraction of probe electrons passing
the tested criteria, which may include the reconstruction, the identification, and the additional
components (e.g. trigger and isolation). The combined efficiency, which is the product of all
components, is around 76% for electron with 7 ≤ ET ≤ 20 GeV and range from 76-90% for
electron with ET > 20 GeV, respectively [116–118].

The electron energy scale is calibrated using Z → eē invariant mass peak while the resolution
is calibrated by using the Z invariant mass width [119]. The energy scale determination is
accurate to within 0.3×10−3 for |η |< 1.37, 2×10−3 for 1.37 < |η |< 1.82, and 0.5×10−3

for |η |> 1.82. The resolution are about 0.8% on average in the barrel EM calorimeter, and
about 1% in the endcap. The resolution determination is accurate to within 0.3% and 0.5% on
average in the barrel and endcap EM calorimeter, respectively.

In this analysis, two categories of electrons, “baseline” and “isolated” are defined. Their
definitions are summarised in Table 4.3. The baseline electrons are used in the object removal
procedure and as an event veto during the signal event selection as well as during the construc-
tion of tt̄, W (→ µν)+jets, γ+jets, and Z(→ µµ)+jets control regions. The isolated electrons
are used in the overlap removal procedure to remove fake jets from electrons candidates.
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Table 4.3 Selection used to define the baseline and the isolated electrons.

Cut Baseline
electron (e)

Isolated electron
(eiso)

|η | range < 2.47 < 2.47
pT range [GeV] > 7 > 20
Transverse impact parameter significance, |d0/σ(d0)| - < 5
Longitudinal impact parameter with respect to the primary
vertex, |z0 × sinθ | [mm] - < 0.4

Ptcone_30/pT electron - < 0.16
Etcone_30/pT electron - < 0.18

4.4 Photon
Photons are classified into two main categories: converted and unconverted photons. The
converted photons are those which convert in or upstream of the TRT tracker, while the
unconverted photons are those which arrive at the EM calorimeter without creating an electron-
positron pair. Both types of photons are reconstructed using essentially the same algorithm for
electron reconstruction as described in Section 4.3. EM clusters without matching tracks are
classified as the unconverted photon. On the other hand, the converted photons are characterised
by the presence of at least one tracks which match to the EM clusters originating from a
conversion vertex candidates inside the tracker volume.

To distinguish real prompt photons from background photons, a series of cuts on several
discriminating variables as listed in Table B.2 in Appendix B are applied. One of the variables
exploit the lateral and longitudinal shower shape of prompt photons in the EM calorimeter,
which is typically narrower compared to the background. In addition, photons also have smaller
leakage to the hadronic calorimeter compared to fake photons from jets, due to the presence
of additional hadrons near the photon candidate in the latter case. Photons from isolated π0

decays can be distinguished from the isolated prompt photons by identifying two separate local
energy maxima in the finely segmented strips of the first layer of the EM calorimeter.

The photon identification efficiency is measured using a sample of photon candidates
passing the isolation requirement, Etcone_04 < 4 GeV. The identification efficiency is thus
defined as the ratio of the number of photons passing the identification selection to the total
number of isolated photons. The efficiency is shown to increases steeply from 50-65% (45-
55%) for unconverted (converted) photons before reaching a plateau of about 94-100% for
ET ≳ 40 GeV [120–123]. The results from each method are consistent with each other within
the uncertainties for the ET regions in which the different measurements overlap.

The photon energy scale and energy resolution are calibrated by exploiting the Z resonance
mass peak and width from large angle radiative Z decays (Z → ℓℓγ) [119]. The energy scale on
average is of the order of 1%. Its determination is accurate to within 0.3% across the whole ET
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range. The energy resolution decreases from about 3% at ET ≈ 10 GeV to less than 1.5% for
ET > 40 GeV. The uncertainty for the energy resolution determination is about 10% at ET ≈ 40
GeV and increases steadily for higher ET .

In this analysis, reconstructed photon are divided into “baseline” and “isolated” categories
using the definition in Table 4.4. The baseline photon are only used in the overlap removal pro-
cedure whereas isolated photons are also only used to estimate the Z(→ νν)+jets background.

Table 4.4 Selection used to define sets of baseline and isolated photons.

Cut Baseline photon (γ) Isolated photon (γiso)
|η | range < 2.37 < 2.37
pT range [GeV] > 10 > 125
TopoEtcone_40 [GeV] - < 5

4.5 Muon
The muon reconstruction starts by forming standalone tracks using the MS information. Once
the standalone muon track is formed, it is extrapolated back to the vertex and match to the
nearby ID tracks. The matched ID and MS tracks are combined to form the so called “combined
muons” and are removed from the list. This process is repeated until no acceptable combination
is obtained anymore. In order to recover the acceptance in the un-instrumented regions of the
MS and for low pT muons, the ID tracks that are not used as combined muon are extrapolated
and matched to the track segment in the first station of the MS. The matching is derived by the
χ2 test. If an ID track is associated with at least one local track segment in the MS, the ID track
is classified as a “segment-tagged muon” candidate. The segment-tagged muon kinematics is
determined from the ID track.

The ID track associated with the CB and ST muon is required to pass a series of quality
requirements in order to suppress fake tracks and discriminate against muons from π/K decays.
These requirements include

• the number of pixel hits + the number of known dead pixel sensors crossed by the track1

> 0

• the number of SCT hits + the number of known dead SCT sensors crossed by the track1

> 4

• the number of missing hits in the pixel detector + the number of missing hits in the SCT
< 3

1To reduce inefficiencies due to known inoperative sensors.

50



4.6 Jet

• the number of TRT hits on the muon track > 5 (for muons with 0.1 < |η |< 1.9)

• the number of TRT hits nearby the muon track but not included in the track fit1 <

0.9*Number of TRT hits on the muon track (for muons with 0.1 < |η |< 1.9)

The muon momentum scale and resolution has been studied in detail using Z → µµ

and J/ψ → µµ decays [124], similar to the electron energy scale and energy resolution
measurement. The momentum scale is known within an uncertainty of ±0.05% for muon with
|η | < 1. It increases to ≲ 0.2% for muon with |η | > 2.3. The momentum resolution ranges
from ∼ 1.7% in the central region and at low pT to ∼ 4% at large η and pT = 100 GeV.

Similarly, “baseline” and “isolated” muons are defined. Their definition are listed in
Table 4.5. Baseline muons are used in the overlap removal procedures and for rejecting events
during signal event selection. Isolated muons are used in the construction of tt̄, W (→ µν)+jets,
and Z(→ µµ)+jets control regions.

Table 4.5 Selection used to define sets of baseline and isolated muons.

Cut baseline muon (µ) Isolated muon (µiso)
|η | range < 2.4 < 2.4
pT range [GeV] > 6 > 20
|z0 × sinθ | [mm] - < 0.4
|d0/σ(d0)| - < 3
Ptcone_30/pT muon - < 0.12
Etcone_30/pT muon - < 0.12

4.6 Jet
Jets are the experimental signatures of quarks and gluons. They are “spray” of roughly collinear
colourless hadrons that are formed when colored partons from the p− p collision evolve via
fragmentation and hadronization process. Hence, jets manifest themselves as localised clusters
of energy. Jets are the primary objects used for reconstructing the Higgs boson in this analysis.
Hence high quality and highly efficient jet reconstruction is desired.

The input to the jet reconstruction algorithm can be any object with valid four-momentum
representation, i.e. MC simulated objects such as partons and particles or reconstructed detector
objects such as tracks and calorimeter clusters. All the jets that are used in this analysis,

1Also referred as TRT outliers. They can appear in two forms in the track reconstruction. First, as straw tubes
with a signal from tracks other than the one in consideration. Second, as a set of TRT measurements which fail to
form a smooth trajectory with the extrapolated track (formed from the pixel and SCT measurements). The latter
case is typically attributed to a hadron decay-in-flight. It can be rejected by requiring that the outlier fraction (the
ratio of outliers to total TRT hits) is less than 90%.
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unless specified otherwise, are reconstructed from topological cell clusters (or topo-cluster).
The topo-clusters are initially reconstructed at the EM scale, which correctly measures the
energy deposited in the calorimeter by particles produced in EM showers. To correct this EM
energy scale of the topo-clusters to the hadronic scale, we apply the so called “local hadronic
cell weighting” (LCW) correction scheme. Henceforth, these corrected topo-clusters will be
referred as “LCW topo-cluster”. A detailed description on the topological cell cluster and the
LCW correction scheme is given in Appendix B.1. The hadronic jet energy scale correction is a
cluster-by-cluster correction, i.e. it does not make any assumption about the origin of the jet. To
make sure that the final reconstructed jet closely represents the energy-momentum content of
its original particles, some corrections are made by using both the data and MC. More detailed
descriptions of these corrections are given in Appendix B.2. Following these corrections, the
reconstructed jets are said to have been corrected to “LCW+JES” scale.

We use the anti-kt algorithm [125] to reconstruct jets. It successively recombines pairs of
input objects in an iterative procedure in order of decreasing or increasing relative transverse
momentum. The clustering or combination procedure is terminated based upon a condition
defined by a “distance” variable between two objects, di j, which is defined as

di j = min
(

p2p
ti , p2p

t j

)
×

∆R2
i j

R
(4.1)

where R2
i j = ∆η2

i j +∆φ 2
i j is the distance between the two objects in η −φ space. The radius

parameter, R which determines the final size of the jet, is the only free parameter of the
algorithm. The parameter p governs the relative power of the energy versus geometrical ∆R2

i j
scales. Three variation of jet algorithms are possible depending on the value of variable p in
the exponent of pti in Equation 4.1 and in diB. For the anti-kt algorithm we use p = -1.

First the algorithm finds the minimum of the entire set {di j,diB}. Here diB = p2p
ti is the

distance between the i-th object and the beam (thus the subscript B). If di j is the minimum
then object i and j are combined into one new object k by using summation of four-momentum.
Then object i and j are removed from the list of objects while object k is added. On the other
hand, if diB is the minimum, object i is considered as a jet by itself. It is then removed from the
list. This process is repeated for a new set of {di j,diB} until either all objects are either jets by
themselves or part of a jet.

Because of the p =−1 factor, the anti-kt algorithm prefers to start the recombination from
hardest objects. Furthermore, di j between similarly separated soft objects will generally be
much larger than that between a similarly separated hard and soft objects pair. Therefore softer
objects tend to cluster with harder ones long before they cluster among themselves, without
modifying much either the shape or the momentum of the final jet. The regularity of the jets
produced with such a method are illustrated in Figure 4.1.

The jet energy scale (JES) of all the reconstructed jets are validated using several in-situ
(data-driven) methods. A combination of γ+jet and Z(→ ℓℓ)+jet events [126, 127] as well as
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Fig. 4.1 Figure illustrates the regularity of the active catchment areas of the resulting hard jets obtained
with the anti-kt algorithm (R = 1.0). The jets are resulting from the clustering of a sample parton-level
event made with a few hard particles and a large number of very soft particles that are randomly
distributed. The hard jets are all circular, only the softer jets have more complex shapes. Figure taken
from Reference [125].

multi-jet events [128] is used to cover the full momentum range, 20 ≤ pT ≤ 2000 GeV. While
the exact ways involved in each method may differ, they all rely on the same basic principle, i.e.
exploiting transverse momentum balance between a jet and a well-measured reference object
(γ , Z bosons or other jets) that recoils against the jet under study. More precisely, the average
pT response of the jet being studied and the reference object is compared in both the data and
the MC to obtain the ratio of the jet pT responses

Rdata

RMC
=

⟨p jet
T /pre f

T ⟩data

⟨p jet
T /pre f

T ⟩MC
(4.2)

where R is the jet pT response, p jet
T is the pT of the jet and pre f

T is the pT of the well-known
reference object. This quantity defines the final JES of the jet as well as the residual correction
which is applied simply as a multiplicative factor to the p jet

T in MC.
Figure 4.2 summarises the result of the Z+jet, γ+jet, and multi-jet balance analyses for jet

in the central region. The plot shows the ratio of jet response in data and MC. It can be seen
that the agreement between the data and MC is at 1% level across the whole pT range. There is
in general a good agreement between the three different in-situ methods in the regions of phase
space where they overlap. A systematic uncertainty is assigned for these residual corrections.

Similar to the determination of the JES, the jet energy resolution (JER) is determined by
studying the momentum balance between the jet and a well-measured photon or Z boson [127]
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Figure 10: Relative jet response (see Equation 3) as a function of ⌘det (the ⌘ of the jet relative to the
geometric centre of the detector) for anti-kt, R = 0.4, LCW jets. The black solid line shows the derived
⌘-intercalibration factors with the bands showing the uncertainty on this correction. The points are the
input data to the calibration formed from the ratio of fits to the balance in data and in Monte Carlo. In
the central reference region (|⌘| < 0.8) there is no calibration by construction. pavg

T is the average pT of
the two jets in the dijet system.
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Figure 11: Ratio of response measured in data to response measured in data for Z+jet, �+jet and multi-
jet balance in-situ analyses. Also shown is the combined correction (black line) with its associated
uncertainty (green) as discussed in Section 6.1.

The set of 25 uncertainty sources is shown in Table 1 (note that electron and photon energy scales
are correlated and therefore counted together) and is separated into four categories:

• Detector description (det.)

• Physics modelling (model)

• Statistics and method (stat./meth.)

• Mixed detector and modelling (mixed)

13

Fig. 4.2 Ratio of the response measured in data to the response measured in MC for each of the in-situ
methods. Also shown are the uncertainties. Figure taken from Reference [129].

or another jet [128]. The JER can be estimated by using the width of the pT response distribution
between the jet and the reference object, $σ(pT) = σ(p jet

T /pγ/Z/ jet
T ). The JER is determined

to range from 25% at 20 GeV to 5% near 1 TeV. The uncertainty on the JER is less than 3% at
20 GeV and below 1% above 100 GeV.

To reject fake jets, a series of cuts on several discriminating variables as listed in Table B.3
in Appendix B.4 are applied. Calorimeter instrumental noise can lead to fake energy deposits
in calorimeter cells, which can sometimes be reconstructed as fake jets. As energy deposits
arising from real particles showering in the calorimeters produce a characteristic pulse shape,
it can be used to separate ionisation signals from noise. To reject fake jets originating from
beam-induced, and cosmic muons background, the jet energy deposits in the direction of the
shower development can be employed. Furthermore, since real jets containing charged hadrons
are usually also reconstructed by the tracking system while fake jets typically have no associated
tracks, the jet charged particle fraction, defined as the ratio of the scalar sum of the pT of the
tracks associated with the jet divided by jet pT, is another powerful variable to discriminate
collision jets from fake jets. The jet quality selection efficiency is better than 99.8% for real jet
with pT > 20 GeV while at the same time rejects most of the fake jets [130, 131].

Throughout the remaining of this thesis, jets, labelled as lower-case j, are defined as those
jet that are reconstructed using the anti-kt algorithm with a radius parameter R = 0.4 and LCW
topo-clusters as the input. Jet with pT > 25 GeV and |η | < 4.5 are used in the analysis. In
order to select jet that comes from the primary hard-scatter vertex but not a pile-up vertex, the
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Jet Vertex Fraction (JVF) [132], defined as

JVF( jet j,vtxk) =
∑i p

trki jk
T

∑k ∑i p
trki jk
T

, (4.3)

where trki jk is the ith track matched to the jth jet and associated to the kth vertex, is required to
to be greater than 0.5 for jets with pT ≤ 50 GeV and |η |< 2.4.

4.7 Large-R jet
For a particle with a significant Lorentz boost, its decay products can be very collimated,
resulting in a single jet if they are reconstructed by using the standard jet reconstruction
algorithms with the radius parameter of 0.4. In order to accurately interpret the hadronic final
state, it is essential to be able to resolve smaller angular distance. In principle, this can be
done by pursuing smaller jet radius parameter but this approach is ultimately limited by the
granularity of the calorimeter cell. Hence we opt to to reconstruct the parent particles with
a larger jet radius parameter (R = 1.0). A larger jet radius is important as it allows the jet to
capture enough of the hadronised particles for the accurate calculation of the jets mass and
energy. Furthermore, compared to narrower jets, large-R jet has the advantage that it can be
decomposed into subjets of varying sizes. Subsequently the information from the large-R jet
properties and the substructure observables can be utilised to distinguish which parent particle
the jet originates from. LCW topo-clusters are used as the input to reconstruct the large-R
jets. Jet trimming is applied to remove the contribution from soft radioation. The trimming
procedure first forms subjets of size Rsub = 0.3 from the constituents of a large-R jet by using
the kt-algorithm1. Any subjet with pT fraction relative to the parent jet less than 0.05 are
removed. This allows us to remove the contributions from pile-up and the underlying events
are preferentially removed. The remaining constituents form the trimmed jet. This procedure is
illustrated in Figure 4.3. Similarly to the small radius jets, the reconstructed large-R jets need to
go through a series of corrections. The details are provided as a supplement in Appendix B.3.

The JES and jet mass scale (JMS) of the large-R jets are measured using the γ+jets and
dijet events similar to the in-situ techniques used for the small radius jet [133, 129]. Figure 4.4
shows the large-R jet average pT response distribution as a function of pre f

T (which is the pT

of γ) for the data and the MC simulation. A small differences of less than 1% for pre f
T > 65

GeV and in the central region (η < 0.8) is observed between the data and MC. The difference
increases to about 2% for 0.8 < η < 1.2. This difference is used as a correction factor to restore
the agreement between the data and MC.

1 p = 1 in Equation 4.1. Jet constituents with the smallest pT tend to be clustered first, so that the highest pT
constituents are combined last.
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(a) The mass drop and symmetric splitting criteria.

(b) Filtering.

Figure 2: A cartoon depicting the two stages of the mass-drop filtering procedure.

Figure 3: A cartoon depicting the jet trimming procedure.

most of which is due to the removal pileup or the UE (see, for example, Figures 22 and 25 in
Section 5.3). The fraction removed increases with the number of interactions in the event [1].

Six configurations of trimmed jets are studied here, arising from combinations of fcut and Rsub,
given in Table 1. They are based on the optimized parameters in Ref. [19] ( fcut = 0.03,Rsub = 0.2)
and variations suggested by the authors of the algorithm. This set represents a wide range of phase
space for trimming and is somewhat broader than considered in the original paper on the subject.

7

Fig. 4.3 A schematic diagram depicting the jet trimming procedure. The parameters fcut = 0.05, and
Rsub = 0.3. Figure taken from Reference [133].
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38

Fig. 4.4 The average jet energy response of large-R jets as a function of the reference object’s (γ in this
case) transverse momentum, pre f

T for (a) |η |< 0.8 and (b) 0.8 < |η | ≤ 1.2. Only statistical uncertainties
are shown. Figure taken from Reference [127].

The preliminary measurement using MC shows that the relative JER ranges between 5%
for large-R jets with pT around 300 GeV and around 3.5% for pT > 900 GeV for central jets
within |η |< 0.8 [134]. The jet mass resolution (JMR) is also determined to be around 7-8%
over the whole pT and |η | range [135] using MC study.

Throughout this thesis, the large-R jet is labelled as upper-case J. Large-R jets must have
pT > 300 GeV and |η |< 2.0. The latter requirement is to ensure that the entire jet cone falls
within the ID volume. A large-R jet must also pass the overlap removal rules specified in
Section 4.12. On top of that, the leading large-R jet must have at least two track jets associated
to its ungroomed parent jet. Track jet and its association technique will be explained in the next
section.
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4.8 Track Jets

Track jets, labelled as jtrk, are also reconstructed by using the anti−kt algorithm with the radius
parameter, R=0.3. The input to the jets clustering algorithm is the inner detector tracks which
satisfy the criteria listed in Table 4.6.

Table 4.6 Tracks selection criteria. Tracks that pass these requirements are used as input to track jet
reconstruction.

Observable Cut
pT (MeV) > 500
|η | < 2.5
Pixel detector hits ≥ 1
SCT hits ≥ 6
Transverse impact parameter with respect to the primary vertex, |d0| [mm] < 1.5
Longitudinal impact parameters with respect to the primary vertex, |z0 sinθ | [mm] < 1.5

The impact parameter requirements ensure that only tracks matched to the primary vertex
in the event are used for jet clustering. In this way the track jets are robust against the pile-up.
Finally, only track jets with at least two tracks, pT >7 GeV and |η |< 2.5 are considered for
this analysis.

We need to know which track jet belongs to which large-R jet. For this purpose, we adopt
a technique called “ghost-association” [136, 137] to associate track jets to a large-R jet. A
track jet is treated as infinitesimally soft by artificially setting its 4-vector to a very small value
(hence the name “ghost”). The calorimeter clusters and “ghost” are then reclustered using
the anti−kt algorithm with the radius parameter, R=1.0. The low energy “ghosts” does not
change the energy and the direction of the large-R jet even after the reclustering. If the track jet,
treated as a “ghost” in the reclustering, is clustered into a given large-R jet, it is considered to
be matched with the large-R jet.

4.9 b-tagged track jets
b-tagging—the identification of jets containing b hadrons is of paramount importance in this
analysis. In this analysis, a neural network-based b-tagging algorithm called “MV1” is used.
The inputs to this neural network is discussed below.

A b-hadron has a relatively long lifetime, of the order of 1.5 ps. With a moderate boost
in the transverse direction, the average traveling distance before it decays can reach a few
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millimetres. This leads to topologies with displaced secondary vertex1 from the primary vertex.
Several discriminant variables can be derived based on the following characteristics.

1. The signed impact parameter significance, S ≡ (d0/σd0 ; z0/σz0) where the d0 (z0) is the
transverse (longitudinal) impact parameter, while σd0 and σz0 is the uncertainty on the d0

and z0, respectively. The charged-particle tracks from b-hadron decay products tend to
have large impact parameters with respect to the primary vertex. The impact parameters
are given a sign, defined as

sign(d0) = (
−→
P jet ×

−→
P trk) ·

(−→
P trk × (

−→
X pv −

−→
X trk)

)
(4.4)

sign(z0) = (η jet −ηtrk)× ztrk
0 (4.5)

where
−→
P jet is the jet direction,

−→
P trk and

−→
X trk are the direction and the position of the

track at the point of closet approach to the primary vertex, and
−→
X pv is the position of the

primary vertex. The track get a positive sign if its direction intersects the jet axis in front
of the primary vertex and vice versa.

2. The number of secondary vertices with at least two tracks.

3. The secondary vertex mass, defined as the invariant mass of all charged particle tracks
used to reconstruct the vertex.

4. The energy fraction, defined as the sum of energy of all tracks associated to the secondary
vertex divided by the sum of the energies of all charged particles associated to the jet.

5. The number of tracks associated with the secondary vertices.

6. The number of additional single track vertices on the b-hadron flight axis.

7. The flight length significance, L3D/σL3D > 2, where L3D is the three dimensional distance
between the primary vertex and the point of closest approach of the track associated to
the secondary vertex and σL3D is its resolution.

Base on the log-likelihood ratio (LLR) method, the measured value of a discriminating variable
described above is compared to pre-defined probability density functions, b(xi) and ℓ(xi)

obtained from simulation for both the b- and light-flavour jet hypotheses. Each track or
vertex can be assigned a weight which is defined as the ratio of the probabilities, for example,

1The secondary vertex is reconstructed from vertex with at least two tracks which are associated to the jet
and far enough from the primary vertex (L3D/σL3D > 2). All tracks from the remaining two-track vertices are
combined into a single inclusive vertex, using an iterative procedure to remove the worst track until the χ2 of the
vertex fit is less than a predefined threshold.
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b(xi)/ℓ(xi). By taking the sum of weight of the tracks or vertices associated to a jet, the jet
weight, a jet can be calculated

a jet =
N

∑
i=1

ln
b(xi)

ℓ(xi)
(4.6)

where N is the number of tracks or vertices. This jet weight gives a better discriminating power
between b- and light-flavour jets. The MV1 neural network takes a jet constructed from the
first four discriminant as inputs. In addition a neural network is trained by using the jet weight,
a jet constructed from the first discriminant, plus the last three discriminants as inputs. The
outputs of this neural net constitute the other inputs to the MV1 neural network. The MV1
neural network is trained with b-jets as signal and light-flavour jets as background. A weight,
wMV 1 for each jet is computed by the neural network.

The MV1 algorithm can be used to tag either the calorimeter jet or track jet. The latter case
is used in this analysis. One of the main advantages of using track jets for b-tagging is due its
inherently better angular resolution than the calorimeter jets. This better angular resolution can
greatly improve the b-tagging performance in dense regime. Since track jets are chosen to be
originating from the primary vertex, this may reduce the dependence of b-tagging performance
on pile-up. Other than that, we can also avoid introducing additional jet energy scale and jet
energy resolution systematic uncertainties in b-tagging correction as track jets can be corrected
independently from the calorimeter jets. In addition, track jets can recover low-pT b-hadrons
which otherwise will be removed as a result of a higher pT-threshold imposed on the large-R
calorimeter jets in the grooming procedures.

We require the MV1 b-tagging weight, wMV 1 > 0.7, which gives on average an inclusive
efficiency of 73.8% to tag a track jet that comes from b-hadron decays. The measurement of the
b-tagging efficiency for track jets with radius R=0.3 has been performed using dilepton tt̄ events
selected from the complete 2012 ATLAS p− p collision dataset [138]. The b-tagging efficiency
is extracted based on the tag-and-probe method [139]. Events with with an opposite-sign eµ

pair in the final state and exactly two jets are selected. One jet in the event is required to be
b-tagged, allowing the second jet to be used as the “probe” jet, without biasing the b-tagging
weight. These probe jets are used to measure the b-tagging efficiency as a function of jet pT

and η . The b-tagging efficiencies in data, MC, and the data/MC ratio as a function of track jet
pT and η are shown in Figure 4.5 and Figure 4.6.

By taking the ratio of the measured efficiency, ε , in data to that in MC, a per-jet scale factor
is calculated as

SFf lavour(pT, η) =
εdata

f lavor(pT, η)

εMC
f lavor(pT, η)

, f lavour = b, c,or light (4.7)

To correct for the b-tagging rate in MC to that in data, for each selected track jet in this analysis
a jet weight, w jet , is applied, depending on its flavour, pT, and η . If the track jet passes the
wMV 1 > 0.7 requiremnt, the jet weight is simply the SFf lavor(pT, η), whereas if the track jet is
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pT (GeV) b-tag e�ciency data (%) b-tag e�ciency MC (%) Ratio Total Uncertainty
7 � 20 59.3 ± 1.3 ± 1.7 62.1 ± 0.5 95.6 ± 2.2 ± 3.6 4.2
20 � 30 75.1 ± 1.3 ± 1.1 75.7 ± 0.5 99.2 ± 1.8 ± 1.8 2.6
30 � 60 80.3 ± 0.9 ± 0.7 81.1 ± 0.4 99.0 ± 1.2 ± 0.7 1.4
60 � 100 83.0 ± 1.5 ± 1.4 84.5 ± 0.6 98.2 ± 1.9 ± 1.5 2.4
100 � 250 84.1 ± 4.0 ± 4.9 85.4 ± 1.2 98.5 ± 4.9 ± 5.7 7.5

Table 13: MV1 b-tagging e�ciency for cut on tagging weight w > 0.7 measured in data and Monte Carlo
simulation (Powheg+Pythia) in bins of the R = 0.3 track jet pT . Statistical errors are show for for both
data and MC, and systematic errors are shown also for data. The ratio of the data to MC e�ciencies, or
the scale factors, are also shown with statistical and systematic uncertainties.
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Figure 13: MV1 b-tagging e�ciency for cut w > 0.7 measured in data and simulation (Powheg+Pythia
P2011C tt̄ simulation) and the ratio, or scale factors, for R = 0.3 track jets in events passing the full
selection. Error bars are statistical, shaded regions are statistical and systematics uncertainties added in
quadrature.
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30 � 60 80.3 ± 0.9 ± 0.7 81.1 ± 0.4 99.0 ± 1.2 ± 0.7 1.4
60 � 100 83.0 ± 1.5 ± 1.4 84.5 ± 0.6 98.2 ± 1.9 ± 1.5 2.4
100 � 250 84.1 ± 4.0 ± 4.9 85.4 ± 1.2 98.5 ± 4.9 ± 5.7 7.5

Table 13: MV1 b-tagging e�ciency for cut on tagging weight w > 0.7 measured in data and Monte Carlo
simulation (Powheg+Pythia) in bins of the R = 0.3 track jet pT . Statistical errors are show for for both
data and MC, and systematic errors are shown also for data. The ratio of the data to MC e�ciencies, or
the scale factors, are also shown with statistical and systematic uncertainties.
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Figure 13: MV1 b-tagging e�ciency for cut w > 0.7 measured in data and simulation (Powheg+Pythia
P2011C tt̄ simulation) and the ratio, or scale factors, for R = 0.3 track jets in events passing the full
selection. Error bars are statistical, shaded regions are statistical and systematics uncertainties added in
quadrature.

(b)

Fig. 4.5 (a) MV1 b-tagging efficiency as a function of the jet pT (for cut wMV 1 > 0.7) measured in data
and simulation (3 MC tt̄ samples are compared) extracted with the tag-and-probe method. (b) The
ratio, or scale factors, for R = 0.3 track jets. Error bars are statistical, shaded regions are statistical and
systematics uncertainties added in quadrature. Figure taken from Reference [138].

not tagged [140]

w jet =
1− εdata

f lavor(pT, η)

1− ε
MC, i
f lavor(pT, η)

=
1−SFf lavor(pT, η)εMC, i

f lavor(pT, η)

1− εMC
f lavor(pT, η)

(4.8)

where ε
MC, i
f lavor(pT,η) corresponds to the tagging rate for the specific MC sample under con-

sideration. While the ratio of efficiencies defining SFf lavor(pT,η) is less dependent on MC
sample, the ε

MC, i
f lavor(pT, η) is more dependent on possible variation in event topology (e.g jet

multiplicity, effect of nearby jets) or differences between implementations of parton showering,
hadronisation, and decays. The latter form in Equation 4.8 ensures any sample-dependence of
the tagging efficiency is taken into account. Finally an event weight is computed as the product
of all jet weights for all selected track jets

wevent = ∏
track jets

w jet (4.9)

and applied to each event.
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7.2.2 Results as a Function of ⌘453

The b-tagging e�ciencies for an MV1 cut of w > 0.7 and the data / MC ratio (i.e. the scale factor) as a454

function of R = 0.3 track jet |⌘| can be found in Table 16, and are shown in Figure 14. The systematic455

uncertainties on the measured b-tagging e�ciencies can be found in Table 17, while the uncertainties on456

the scale factors can be found in Table 18.457

|⌘| b-tag e�ciency data (%) b-tag e�ciency MC (%) Ratio Total Uncertainty
0.0 � 0.5 75.8 ± 1.0 ± 1.4 77.4 ± 0.4 95.6 ± 2.2 ± 3.6 4.2
0.5 � 1.0 74.2 ± 1.2 ± 1.2 77.8 ± 0.4 99.2 ± 1.8 ± 1.8 2.6
1.0 � 1.5 73.9 ± 1.3 ± 1.7 75.6 ± 0.5 99.0 ± 1.2 ± 0.7 1.4
1.5 � 2.0 70.4 ± 1.9 ± 1.7 70.1 ± 0.7 98.2 ± 1.9 ± 1.5 2.4
2.0 � 2.5 54.9 ± 2.6 ± 0.9 61.3 ± 1.0 98.5 ± 4.9 ± 5.7 7.5

Table 16: MV1 b-tagging e�ciency for cut on tagging weight w > 0.7 measured in data and Monte Carlo
simulation (Powheg+Pythia) in bins of the R = 0.3 track jet |⌘|. Statistical errors are show for for both
data and MC, and systematic errors are shown also for data. The ratio of the data to MC e�ciencies, or
the scale factors, are also shown with statistical and systematic uncertainties.
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Figure 14: MV1 b-tagging e�ciency of track jet |⌘| for cut w > 0.7 as a function measured in data and
simulation (Powheg+Pythia P2011C tt̄ simulation) and the ratio, or scale factors, for R = 0.3 track jets in
events passing the full selection. Error bars are statistical, shaded regions are statistical and systematics
uncertainties added in quadrature.
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7.2.2 Results as a Function of ⌘453

The b-tagging e�ciencies for an MV1 cut of w > 0.7 and the data / MC ratio (i.e. the scale factor) as a454

function of R = 0.3 track jet |⌘| can be found in Table 16, and are shown in Figure 14. The systematic455

uncertainties on the measured b-tagging e�ciencies can be found in Table 17, while the uncertainties on456

the scale factors can be found in Table 18.457

|⌘| b-tag e�ciency data (%) b-tag e�ciency MC (%) Ratio Total Uncertainty
0.0 � 0.5 75.8 ± 1.0 ± 1.4 77.4 ± 0.4 95.6 ± 2.2 ± 3.6 4.2
0.5 � 1.0 74.2 ± 1.2 ± 1.2 77.8 ± 0.4 99.2 ± 1.8 ± 1.8 2.6
1.0 � 1.5 73.9 ± 1.3 ± 1.7 75.6 ± 0.5 99.0 ± 1.2 ± 0.7 1.4
1.5 � 2.0 70.4 ± 1.9 ± 1.7 70.1 ± 0.7 98.2 ± 1.9 ± 1.5 2.4
2.0 � 2.5 54.9 ± 2.6 ± 0.9 61.3 ± 1.0 98.5 ± 4.9 ± 5.7 7.5

Table 16: MV1 b-tagging e�ciency for cut on tagging weight w > 0.7 measured in data and Monte Carlo
simulation (Powheg+Pythia) in bins of the R = 0.3 track jet |⌘|. Statistical errors are show for for both
data and MC, and systematic errors are shown also for data. The ratio of the data to MC e�ciencies, or
the scale factors, are also shown with statistical and systematic uncertainties.
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Figure 14: MV1 b-tagging e�ciency of track jet |⌘| for cut w > 0.7 as a function measured in data and
simulation (Powheg+Pythia P2011C tt̄ simulation) and the ratio, or scale factors, for R = 0.3 track jets in
events passing the full selection. Error bars are statistical, shaded regions are statistical and systematics
uncertainties added in quadrature.

(b)

Fig. 4.6 (a) MV1 b-tagging efficiency as a function of the jet |η | (for cut wMV 1 > 0.7) measured in
data and simulation (3 MC tt̄ samples are compared) extracted with the tag-and-probe method. (b) The
ratio, or scale factors, for R = 0.3 track jets. Error bars are statistical, shaded regions are statistical and
systematics uncertainties added in quadrature. Figure taken from Reference [138].

4.10 Emiss
T and pmiss

T

The E⃗miss
T is reconstructed based on energy deposits in the calorimeter. Its components along

the x and y axes is calculated as:

E⃗ miss
x,y =∑

e
E⃗ miss,e

x,y +∑
γ

E⃗ miss,γ
x,y +∑

τ

E⃗ miss,τ
x,y +∑

jets
E⃗ miss, jets

x,y +∑
µ

E⃗ miss,µ
x,y + ∑

So f tTerm
E⃗ miss,So f tTerm

x,y

(4.10)
The symbol Emiss

T is used to denote its magnitude. In the object reconstruction, calorimeter
cells may be shared between different objects. To avoid energy double-counting, calorimeter
cells are associated preferentially with a parent physics object in a specific order: electrons
(e), photons (γ), the visible parts of hadronically decaying τ-leptons, jets, and finally muons
(µ). If a calorimeter cell is already assigned to one object, it is not reassigned or counted a
second time. All energy deposits in the calorimeter that are not associated to the objects that
are already used in the Emiss

T calculation, are assigned as the calorimeter soft term (CST) in
Equation 4.10.

The resolution of the Emiss
T has been evaluated by using Z(→ ll)+jets events [141, 142]

where no genuine Emiss
T is expected. The Emiss

T resolution is estimated from the width of the
combined distribution of the Emiss

x and Emiss
y components. At the average pile-up condition of
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2012 run period, the resolution for E miss
x,y is about 20 GeV for total transverse energy in the

detector, ∑ET > 50 GeV. The agreement between the data and MC is within 5% for the whole
∑ET range. In addition, the balance of E⃗miss

T against the transverse momentum vector of the Z
boson, p⃗Z

T , is used to evaluate the Emiss
T response, R, defined as

R =
Z⃗ · ûZ

pZ
T

(4.11)

where Z⃗ = E⃗miss
T + p⃗Z

T
1 and ûZ is the unit vector of p⃗Z

T . A bias in the Emiss
T response thus

implies a systematic under- or over-estimation of the terms used in the Emiss
T calculation. The

Emiss
T response measured in the Z → ll inclusive jet sample shows an overall value of around

0.9 for pZ
T > 50 GeV. The agreement between data and MC is within 5%.

While Emiss
T is measured based on the calorimeters information, pmiss

T is calculated by using
the isolated track momenta measured with the Inner Detector. Since pmiss

T is reconstructed
from isolated tracks that are associated to the primary vertex where the hard interaction has
occurred, this quantity provides a less pile-up dependent description of the physics in the event
and more correlated to the true Emiss

T of the event. This is in contrast to the calorimeter-based
Emiss

T which includes calorimeter deposits originating from all interaction vertices (therefore
dependent on the number of vertices in the event). However, there are some disadvantages.
pmiss

T has a smaller geometrical coverage and does not contain the information of neutral
particles. To ensure a good association to a primary vertex, tracks that are considered in pmiss

T
calculation are required to satisfy the criteria listed in Table 4.7. With this collection of tracks,
the transverse momentum imbalance of one collision event is calculated as the negative sum of
all selected tracks:

p⃗miss
x,y =− ∑

tracks
p⃗ track

x,y (4.12)

where the p⃗miss
x and p⃗miss

y is the x and y components of the nominal p⃗miss
T repectively.

Table 4.7 Track selection for pmiss
T calculation.

Observable Requirement
pT (MeV) > 500
|η | < 2.5
Pixel detector hits ≥ 1
SCT hits ≥ 6
Transverse impact parameter with respect to the primary vertex, |d0| [mm] < 1.5
Longitudinal impact parameters with respect to the primary vertex, |z0 sinθ |
[mm] < 1.5

1Since the E⃗miss
T includes a negative vector sum over the lepton momenta from Z, the addition of p⃗Z

T removes
its contribution.
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4.11 Triggers
The sequence of triggers (L1→L2→EF) that is used to select events with a specific detector
signature, for example events with a single high-pT muon, is referred to as a trigger chain. The
trigger chains that are used to select muons, photons, and Emiss

T in this analysis are described in
the following paragraphs.

In this analysis, events containing single muon are used for the estimation and validation
of Z(→ ℓℓ)+jets, tt̄, single top, and W (→ ℓν)+jets backgrounds (as explained in Section 6).
Events with muons are primarily selected using logical OR between two lowest un-prescaled
single lepton triggers chain, namely the mu24i and mu36 trigger chain. The requirements for
each trigger chain are listed in Table 4.8. The mu24i trigger chain is designed to select isolated
muons with pT > 25 GeV while the mu36 trigger chain is designed to collect muons with large
pT without making an isolation requirement.

Table 4.8 Single muon trigger chain for selecting events containing muon(s).

Trigger Chain Name Trigger Selection criteria

mu24i
L1 Muon pT > 15 GeV and coincidence of hits across 3 layers of the RPCs or TGCs
L2 One or more combined-muon with pT > 22 GeV
EF One or more combined-muon with pT > 24 GeV and Ptcone_20/muon pT < 0.12

mu36
L1 Muon pT > 15 GeV and coincidence of hits across 3 layers of the RPCs or TGCs
L2 One or more combined-muon with pT > 22 GeV
EF One or more combined-muon with pT > 36 GeV

In this analysis, γ+jets events are used to estimate the Z → νν + jets background as
discussed in Section 6.3. The high pT photon are selected using the un-prescale g120 trigger
chain. This trigger has almost full efficiency for photons with pT greater than 125 GeV. The
requirements for g120 trigger chain [143] are listed in Table 4.9. L1 photon trigger utilises
the third sampling layer (trigger towers) of the EM calorimeter (see Figure 2.8) to identify the
position of the region of interests. EM clusters are formed by identifying local maxima using
a sliding a window with size η ×φ = 4×4. If any pair of towers of the central 2×2 trigger
towers has a combined energy that passes the threshold of 30 GeV, the trigger is satisfied. At the
L2 and EF level, the reconstructed photons have to pass the photon identification requirements.

Table 4.9 Single photon trigger chain for selecting events containing photon.

Trigger Chain Name Trigger Selection criteria

g120
L1 Sum ET of any pairs of trigger tower at the window’s core-region > 30 GeV
L2 One or more photon with pT > 120 GeV and pass photon ID
EF One or more photon with pT > 120 GeV and pass photon ID (tighter than L2)

To select our signal events, a un-prescale Emiss
T trigger is used. The trigger chain is labelled

as xe80_tclcw. The requirements for this trigger chain [144–146] are listed in Table 4.10. At
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L1 Emiss
T is calculated from calorimeter cell information. However, at L2 and EF trigger level,

topo-clusters corrected to LCW scale are used instead. In all cases, muon information are not
included in the calculation of Emiss

T during 2012 data taking. That means muons will thus show
up as a source of Emiss

T in the trigger.

Table 4.10 Emiss
T trigger chain for selecting events containing large Emiss

T .

Trigger Chain Name Trigger Selection criteria

xe80_tclcw
L1 Emiss

T > 50 GeV
L2 Emiss

T > 55 GeV
EF Emiss

T > 80 GeV

As Emiss
T is the main signature of our signal events, it is crucial to make sure that the Emiss

T EF
trigger efficiency in data is reproduced in the MC. Hence, a study to estimate the offline EF
trigger efficiency is performed. The goals are:

• to ensure the trigger is fully efficient at Emiss
T above 200 GeV.

• to derive correction factor if necessary.

• to treat correctly any systematic uncertainties related to the trigger inefficiencies

We select an uncorrelated sample with respect to the Emiss
T trigger from W (→ µν)+jets events

which are triggered by the muon triggers. To select W (→ µν)+ jets events, the event must
pass the selection as listed in Table 4.11. The trigger efficiency, ε(Emiss

T ) is defined as the ratio

Table 4.11 Selection used to select a set of W (→ µν)+ jets events for the study of Emiss
T trigger efficiency.

Object Selection
Muon triggers pass mu24i || mu36 trigger (see Section 4.11)
Number of isolated muon, Nµ,iso == 1
Muon’s pT [GeV] > 25
Baseline electron, nℓ == 0
|∆φmin(Emiss

T , ji)| > 1.0
|∆φ(Emiss

T , pmiss
T )| < π/2

Number of large-R jet, nJ ≥ 1
Leading large-R jet pT , pJ1

T [GeV] > 100
Number of associated track jet, n jtrk ≥ 2
Number of associated b-tagged track jet, n jtrk

b
== 0

of the events that are selected by the Emiss
T xe80_tclcw EF trigger to the total event passing

selection in Table 4.11:

ε(Emiss
T ) =

events that passed xe80_tclcw EF trigger
total events

(4.13)
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Figure 4.7 shows the comparison of 2012 data and MC trigger efficiency as a function of the
Emiss

T for W+jets events and its backgrounds such as diboson, top quarks, and their combination
(all of which are selected using the same selection listed in Table 4.11). Note that while muons
are included in the offline Emiss

T reconstruction, they are not used in the determination of Emiss
T

in both L2 and EF active triggers in 2012. Hence, to get a more accurate representation of the
Emiss

T used in EF trigger, the muon contribution is removed from the offline Emiss
T reconstruction

(cf. Equation 4.10). For Emiss
T greater than 200 GeV, the trigger is fully efficient. Moreover,

the data and MC agree almost perfectly. Therefore we chose Emiss
T > 200 GeV in the offline

analysis without the need to apply any correction factors. The efficiency curve has been fitted
using the error function:

f (x) =
1
2

(
1+Er f

(
Emiss

T − threshold√
2×width

))
(4.14)

The fit range for each level is 100-500 GeV. The threshold (50% efficiency point) and the
width of the turn on curve are estimated by the fit. The sample size before and after the
trigger selection, the Emiss

T value where the turn on curve reaches its plateau, the Emiss
T value

corresponds to an efficiency of 98%, as well as the fitted parameters for data and each MC
background sample are tabulated in Table 4.12.

Table 4.12 Event yield, EF_xe80_tclcw trigger efficiency values as well as the fitting results for data and
MC background samples.

Data W+jets Diboson top-quarks Combination
Sample Size 6.05x106 5.04x106 4.22x104 4.61x105 5.54x106

Before Trig. 5.55x105 5.67x105 4.70x103 1.75x104 5.90x105

After Trig. 2.94x105 3.48x105 3.16x103 1.10x104 3.62x105

Max Eff. [%] 100.00 100.00 100.00 100.00 100.00
Etmiss @ 98% 153.62 146.30 146.64 164.90 147.25

chi2/do f 7.59 14.49 1.52 2.39 15.51
threshold 96.95 ± 0.17 86.78 ± 0.19 87.74 ± 0.92 92.97 ± 0.84 86.50 ± 0.20

width 27.60 ± 0.19 28.98 ± 0.16 28.68 ± 0.78 35.02 ± 0.80 29.58 ± 0.17

Further studies on the properties of the xe80_tclcw EF trigger are performed in order to
understand the correlations between the trigger efficiency and kinematic or pile-up conditions.
The dependency of trigger efficiency on large-R jet multiplicity, leading large-R jet pT, and
number of primary vertices are shown in Figure 4.8. The efficiency shows a weak dependency
on all three variables at low Emiss

T region. For Emiss
T > 200 GeV, the agreement between the

data and MC is very good.
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Fig. 4.7 xe80_tclcw EF trigger efficiency comparison between data and (a) diboson, (b) top (tt̄ selection
in Table 4.11), (c) inclusive W (→ lν)+jets and (d) combined MC.

4.12 Overlap Removal
The same calorimeter cell or track could be used in the reconstruction of multiple physics
objects since the reconstruction process for each object proceeds independently. In addition,
two separate but close-by objects also potentially introduce a bias in the reconstruction. To
address these problems, a sequential procedures called “overlap removal" is implemented. The
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Fig. 4.8 EF_xe80_tclcw trigger efficiency dependency on (a) the large-R jet multiplicity, (b) leading
large-R jet pT and (c) the number of primary vertices.

geometrical proximity, ∆R, is used as the figure of merit to quantify the compatibility of two
objects. Object pairs considered for the overlap removal include lepton-jet pairs, electron-muon
pairs, and electron-electron pairs.

The electron-jet overlap removal aims at to remove reconstructed jets that are actually
(isolated) electrons. To preserve heavy-flavour jets with semi-leptonic decays, the baseline
electrons or muons in the proximity of a jet is classified as non-isolated and removed. While
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electron-electron duplication is not frequent, the softer or equally energetic electron from the
electron pairs is removed. Furthermore, large-R jets are eliminated if an isolated photon is
found within ∆R < 1.0 of the large-R jet. Track-jets are discarded if an isolated electron or
an isolated muon is found within ∆R < 0.1 of the track-jet. A muon-electron duplication may
occur when the collinear final state radiation produces a photon very close to the muon track.
In this analysis, the event is discarded to protect against a bias in the reconstruction of the
muon momentum in presence of hard photon radiation. The hierarchical sequence in which the
ambiguities are resolved and the ∆R requirement is summarised in Table 4.13.

Table 4.13 Overlap hierarchy and the order in which the ambiguity is checked.

Order Case Keep γ Keep µ Keep e Keep jet Keep event
1 ∆R(jet, eiso)< 0.2 – – Yes No –
2 ∆R(jet, γiso)< 0.2 Yes – – No –
3 ∆R(jet, e)< 0.4 – – No Yes –
4 ∆R(jet, µ)< 0.4 – No – Yes –
5 ∆R(e, e)< 0.05 – – Yes (more energetic e) – –
6 ∆R(large-R jet,γiso) Yes No –
7 ∆R(track jet, eiso) – – Yes No –
8 ∆R(track jet, µiso) – Yes – No –
9 ∆R(µ,e)< 0.01 – – – – No

68



Chapter 5

Event selection

In this section, we will lay out the exact treatment and criteria to select the signal event. First, a
general quality requirements, referred to as preselection criteria, are applied (Section 5.1). We
take a short detour in Section 5.2 to investigate the unique signal event topology in the high-pT

(boosted) regime which motivates the use of large-R jets and track jets. The full selection
criteria specific to the Emiss

T +2 b-jets final state are applied (Section 5.3). The optimisation
procedures are outlined in Section 5.4. We also consider two event level corrections that need
to be applied to all MC events so that it better describes the data (Section 5.5). Finally we show
the signal selection efficiency in Section 5.6.

5.1 Event Preselection
Recall that the dataset used in this analysis must have passed the data quality requirement
(Section 3.1). By design the data quality requirement does not identify issues which are sporadic
in nature or issues which are noticeable only after integrating over a longer data taking period.
This kind of problems are dealt with by imposing specific cleaning cuts, which include:

• In the luminosity block after a detector reset (to recover certain detector busy conditions),
some events might be incomplete (due to some missing detector information in the event).
Any events flagged with such error are rejected.

• Noise bursts events which show a substantial fraction of cells in the LAr calorimeter with
unexpected signal shapes and high signals are discarded.

• Problematic events recorded when there are functioning errors in the tile calorimeter and
events containing data corruption from one particular tile channel are vetoed

In addition, each event needs to be checked for badly reconstructed jets which may affect
the accuracy of the Emiss

T measurement. Event is rejected if:

• it contains any jet with pT above 20 GeV that does not pass the jet quality requirements.
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• it contains a jet (before the lepton-jet overlap removal) with pT > 40 GeV that has the rela-
tive energy of all non-operational calorimeter cells in a jet, BCH jet =

Nbadcells
i ∑E i

cell/E jet >

0.05 and points roughly in a similar transverse direction with the reconstructed Emiss
T (i.e

∆φ( jet,Emiss
T )< 0.3) are removed [126].

To avoid using cosmic muons, events containing a muon that survives overlap removal and has
a transverse (longitudinal) impact parameter with respect to the primary vertex larger than 0.2
(1) mm are rejected. Finally, to ensure the event contains a hard collision, at least one primary
vertex with more than 4 associated tracks is required.

5.2 Event topology and boosted higgs selection

Figure 5.3 shows the comparison of the true missing transverse energy, Emiss,truth
T , distribution

for each sample and for five different DM masses, where Emiss,truth
T is defined as the magnitude

of the vector sum of pT of all non-interacting true particles with |η |< 4.5, which is the coverage
of the ATLAS calorimeter. As expected, the Emiss

T increases as DM mass increases. The other
observation we can make is that the Emiss,truth

T spectrums are very broad and generally larger
than 200 GeV. Figure 5.2 shows the ∆φ(Emiss,truth

T ,Higgs) distribution. It is the separation
between the Emiss,truth

T and Higgs boson in the transverse plane. These ∆φ(Emiss,truth
T ,Higgs)

distributions illustrate that for every sample the DM (Emiss,truth
T ) is produced back-to-back with

the Higgs boson. This also indicates that the pT distribution of the Higgs boson is similar to
that of the Emiss

T , as shown in Figure 5.3.
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Fig. 5.1 Emiss,truth
T distributions for five different DM masses (1, 65, 100, 500 and 1000 GeV) for sample

(a) xxhh, (b) xxhhg5, (c) xdxhDh and (d) xgxFhDh.
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Fig. 5.2 ∆φ(Emiss,truth
T ,Higgs) distributions for five different DM masses (1, 65, 100, 500 and 1000 GeV)

for sample (a) xxhh, (b) xxhhg5, (c) xdxhDh and (d) xgxFhDh.
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Fig. 5.3 Higgs pT distributions for five different DM masses (1, 65, 100, 500 and 1000 GeV) for sample
(a) xxhh, (b) xxhhg5, (c) xdxhDh and (d) xgxFhDh. The recoiling Higgs boson pT distribution is very
similar to Emiss

T distributions in Figure 5.3 as Higgs and Emiss
T are mostly back-to-back.
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Based on these MC information, we can anticipate that the event topology with Emiss
T +h(→

bb̄) final state to be similar to that illustrated in Figure 1.9. Because of the highly boosted (large
pT) Higgs, its decay products is expected to be very collimated. Hence, in order to fully capture
these decay products we make use of the trimmed large-R jets with R = 1.0. Two b-quarks
from the decay of Higgs boson are identified by associating the leading large-R jet with two
small radius (R=0.3) b-tagged track jets.

As described in Section 4.7, large-R jet offers many advantages in boosted object recon-
struction. To further demonstrate and justify its usage in this analysis, let us consider the decay
of a highly boosted Higgs boson into a b-quark pair. The angular separation between two
decay products of a heavy particles, ∆R1 defined as the distance in azimuthal angle φ and in
pseudorapidity η , can be approximated by [147]:

∆R ≈ 2m
pt

(5.1)

where pT and m are the transverse momentum and the mass of the parent particle, respectively.
Figure 5.4 shows the separation of the two b-hadrons as a function of Higgs pT at the parton
level in MC simulation. Clearly the majority of b-hadrons resulting from the decay of a boosted
Higgs boson with pT > 250 GeV would be contained within an R = 1.0 calorimeter jet. At
higher Higgs pT the separation between the two b-hadrons would be less than 0.8. This means
the jets reconstructed with the standard distance parameter (R=0.4) would begin to merge,
ultimately reduces the efficiency to identify two b-jets. This is where the track jet b-tagging
(see Section 4.9) plays a central role to recover the efficiency.

Figure 5.5 shows the number of b-tagged jets (reconstructed at MC particle level) that are
associated to the leading large-R calorimeter jet for xgxFhDh signal sample with mχ=1000 GeV.
Events are selected after event preselection plus at least one large-R jet requirement. Three
different type of jets are shown. The black histogram belongs to the standard calorimeter jet
with R=0.4. Only about 50% of the events have two b-tagged calorimeter jets with R=0.4
associated to the large-R jet, indicating that the two b-hadrons ended up inside a single R =
0.4 jet for a majority of the events. The performance is roughly the same when R = 0.4 track
jets are used. However, by decreasing the track jet distance parameter from R = 0.4 to R = 0.3
drastically increases the number of b-tagged jets to around 70%.

5.3 Signal Selection
The full signal selection is given in Table 5.1. After the preselection mentioned in the previous
section, events are required to pass the Emiss

T trigger (refer to Section 4.11). The leptons veto is
applied since no leptons are expected in the signal events. Two anti QCD multi-jet cuts based
on the angular variables of Emiss

T and pmiss
T are applied (see Section 4.10 and Section 6.4 for

1∆R(a,b) =
√
(φa −φb)2 +(ηa −ηb)2
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Fig. 5.4 Separation between b-hadrons as a function of Higgs pT obtained using MC particle level
information.

Table 5.1 The DM+Higgs(→ bb̄) event selection. Superscript index i of each jet collection means the
i-th jet in descending order of the transverse momentum. Whereas subscript b in each jet collection
means the jet is b-tagged.

Selection Requirement Note
Event quality preselection pass
Emiss

T xe80_tclcw EF trigger pass
Number of baseline leptons, nℓ == 0
|∆φmin(Emiss

T , ji)| > 1.0
Anti QCD multi-jet cut|∆φ(Emiss

T , pmiss
T )| < π/2

Number of large-R jet, nJ ≥ 1
Leading large-R jet pT , pJ1

T [GeV] > 350 Anti top cut
Number of associated track jet, n jtrk ≥ 2
Number of associated b-tagged track jet, n jtrk

b
== 2

h → bb̄ reconstruction
Large-R jet mass, mJ1 [GeV] 90 < mJ1 < 150
Emiss

T [GeV] > 300 Signal region 1
Emiss

T [GeV] > 400 Signal region 2

more discussion). To reconstruct the Higgs boson later on, we require at least one trimmed
large-R jet. To ensure that the top quarks are more often fully-contained in the large-R jet, the
leading jet is required to have pT > 350 GeV. These boosted top quarks have a reconstructed
jet mass distribution that peaks at ∼170 GeV (see Reference [148] for more information). Thus
they can be rejected more efficiently when combined with the leading jet mass cut. To identify
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Fig. 5.5 Number of b-tagged jets (reconstructed at MC particle level) associated to the leading large-R
jet calorimeter jets for xgxFhDh signal sample with mχ=1000 GeV. The lower plot shows the difference
in the fraction of event selected with both types of track jet relative to the fraction of event selected by
the calorimeter jet with R=0.4.

the Higgs candidate, the leading large-R jet must have exactly two b-tagged track jets associated
to it. Furthermore, the invariant mass of the leading jet should fall within a Higgs mass window
between 90 and 150 GeV. Finally, two signal regions are defined, one with Emiss

T > 300 GeV
and the other with Emiss

T > 400 GeV. Each signal region is optimised for different mono-Higgs
operators and different DM masses to achieve the best signal sensitivity.

5.4 Optimization
Figure 5.6 shows the distributions of several discriminant variables. All signal selections are
applied except the cut on the discriminant variable itself. Two representative signal samples
(the highest and the lowest mχ ) for each mono-H operator are plotted against the total MC
background. The cut value on the kinematics variables: |∆φmin(Emiss

T , ji)|, leading large-R
jet mass and Emiss

T should be chosen to yield the optimal compromise between the signal
efficiency and the background rejection. The optimal selection criteria for these three variables
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are determined by iteratively maximising the signal significance, S, defined as

S =
Ns√

Ns +Nb +(0.2Nb)2
(5.2)

where Ns and Nb are the expected number of signal and background events, respectively. The
systematic uncertainties on the total background prediction of about 20% is assumed. While
the value that is under optimisation is being varied, all the other cut values are held constant.
The value which gives the highest signal significance is chosen. All the backgrounds events
used in the optimisation process are MC samples (see Section 3.4). For each mono-H operator,
two representative MC signal samples (the highest and the lowest mχ ) are used to optimise the
selection values.

Figure 5.7 shows the significance distribution for |∆φmin(Emiss
T , ji)|, leading large-R jet mass

and Emiss
T . From Figure 5.7a, we require |∆φmin(Emiss

T , ji)| to be greater than 1. For the leading
large-R jet invariant mass the lower bound is fixed at ∼ 2σ (2 times the measured large-R jet
mass resolution [149, 150]) away (90 GeV) from the W boson mass peak. The upper edge of
the jet mass window is about 150 GeV as demonstrated in Figure 5.7b.

5.5 Event level corrections

5.5.1 Pileup rescaling

The absolute luminosity of a p− p collider can be expressed as:

L =
µnb fr

σinel
=

µvisnb fr

εσinel
=

µvisnb fr

σ vis
inel

(5.3)

where fr is the collider revolution frequency, nb is the number of bunches, ε is the efficiency for
one inelastic p− p collision to satisfy the event-selection criteria (inlcuding detector acceptance)
and µvis is the average number of visible inelastic interactions per bunch crossing (i.e. the
mean number of p− pcollisions per bunch crossing that pass that event selection). The visible
inelastic cross section is related to the inelastic cross section by this relation σ vis

inel = εσinel .
The absolute luminosity can be inferred from the measured accelerator parameters via the

van der Meer scans (vdM) [151, 152] without a priori knowledge of the inelastic p− p cross
section or of detector efficiencies. Similarly, µvis is also a directly measurable quantity. It
can be measured using a set of dedicated detectors (such as the Beam Conditions Monitor
(BCM) and LUminosity measurement using a Cherenkov Integrating Detector (LUCID) at
ATLAS) and algorithms which allow bunch-by-bunch measurements. By comparing the known
luminosity delivered in the vdM scan to the measured µvis, the visible inelastic cross section,
σ vis

inel can be determined from Equation 5.3. In order to test the reliability of MC simulation,
the visible cross sections obtained from the data has been compared to that predicted by the
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Fig. 5.6 The distribution of cut variables: (a) Emiss
T , (b) leading large-R jet mass, (c) leading large-R jet

pT , (d) |∆φmin(Emiss
T , ji)|, (e) large-R jet multiplicity and (f) b-tagged track jet multiplicity for several

signal samples and the total backgrounds. All distributions are normalised to unity. The arrow(s) indicate
the cut value(s).
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Fig. 5.7 Significance, S distribution for (a) |∆φmin(Emiss
T , ji)|, (b) large-R jet mass and (c) Emiss

T . The
arrow(s) indicate the cut value(s). Since all signal cross section are scaled to 10fb−1 the values of S are
just relative values and do not represent the true absolute significance.
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MC [88, 153]. Small discrepancy between the PYTHIA8 event generator and the data has been
observed. To account for this difference, the µ in MC has to be rescale. The rescaling factor
is calculated by comparing the ratio of the visible cross section to the inelastic cross section,
ε = σ vis

inel/σinel for data with that for simulation. The cross sections in data, σinel and σ vis
inel are

computed from independent measurements performed at the TOTEM experiment [154] and
the ATLAS experiment [155]. The resulting scale factor, εdata/εMC = 1/1.09 is applied as a
multiplicative factor to all MC events. A systematics uncertainty is assigned to this correction
as described in Section 7.3.1

5.5.2 Pileup reweighting

Each event in a MC sample is simulated with an assumption about what the average pile-up
value will be under a particular simulated detector condition. However, it is impossible to
predict exactly how much luminosity takes which pile-up value in reality.

Pile-up can affect things like reconstruction efficiency or the kinematics of the reconstructed
objects. Hence it is important to make sure that the pile-up value in MC for a given fractional
amount of luminosity matches the data. To derive this correction, the integrated luminosity
from the data are binned according to the discrete pile-up values used in the reference pile-up
distributions of the MC. Then correction factors for each pile-up bin, i, for an MC event
simulated at a given detector condition, A is given by [156]

wpile−up =
LA

i
L

· N
NA

i
(5.4)

where L is the total integrated luminosity of the data, LA
i is the integrated luminosity of all data

assigned to the detector condition, A, in bin i as that found in the given MC event, N is the sum
of the generator weight1 of the whole MC sample and NA

i is the sum of the generator weight of
the events in the sample with the same detector condition, A, in the same bin, i. The correction
factor is applied as a multiplication factor to all MC events in the same way as the pile-up
rescaling factor mentioned above.

5.6 Signal selection efficiency
Figure 5.8 shows the selection efficiency (detector acceptance, A times reconstruction efficiency,
ε) as a function of DM mass for each of the signal sample. More details on the absolute and
relative selection efficiency for all signal samples are given in Table C.6-Table C.9 in the
Appendix C.3. The selection efficiency after the full set of selection requirements varies from
approximately 1% to 14% depending on the mono-H operator and DM mass.

1To avoid duplicating events, an event generator weight (whose value depends on generator) may be associated
to each event.
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Fig. 5.8 Acceptance times efficiency as a function of DM mass for EFT signal samples in the SRs.
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Chapter 6

Background estimation

The methods based on purely MC, the mixture of data and MC, and only data are used to
estimate these backgrounds. To facilitate the estimation of each background, statistically
independent control regions (CRs) are defined based on the number of leptons and the number
of b-tagged track jets. In principle, the number of background events in the SRs can be
extrapolated from the CRs based on the following relation:

Nbkgi

SR,data = Nbkgi

SR,MC ×
Nbkgi

CR,data

Nbkgi

CR,MC

(6.1)

For this to works, each CR must be designed carefully such that each CR should contain a high
purity of the specific background under consideration. At the same time the CR should also
be free of signal contamination. This makes it possible that the dominant process in each CR
can be controlled and compare to the data. In addition to the CRs, a validation region (VR) is
constructed to verify the model used to predict the number of background events in the signal
region or SR. The definitions of CRs, VR, and SR are as shown in Figure 6.1.

In the following sections, the procedures to estimate the Z(→ ℓℓ)+jets (Section 6.1), the
W (→ ℓν)+jets, tt̄, and single top (Section 6.2), QCD multi-jet (Section 6.4) and Z(→ νν)+jets
(Section 6.3) are presented. Since no suitable CR can be defined for the diboson and the SM
VH backgrounds, they are estimated directly from the MC simulations. The validation of the
overall background modelling is shown in Section 6.5.

6.1 Estimation of Z(→ ℓℓ)+jets events

The estimation of Diboson, Z(→ ℓℓ)+jets, and SM VH backgrounds relies purely on the MC
simulations. These backgrounds are normalised according to their production cross sections
and the integrated luminosity. To check the modelling of Z(→ ℓℓ)+jets events, a 2-muon
control region is defined. The definition of this control region is shown in Table 6.1. The events
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Fig. 6.1 Definitions of CRs, VR and SR in term of the number of lepton and the number of b-tagged
track jet.

need to pass the single muon trigger requirement. There must be exactly 2 isolated muons
with opposite charge. Each muon should have pT greater than 25 GeV. Either of them need to
be trigger matched to the single muon trigger. Furthermore, the reconstructed invariant mass
of the dimuon system is required to be within 30 GeV of the Z boson mass (90 GeV). No
events should contain any baseline electron. Since the Z boson is not expected to decay to
neutrinos in these events, the Emiss

T are expected to be small (mainly coming from fake Emiss
T

from the mis-reconstruction of jets). To increase the statistics, however, no Emiss
T cut is applied.

Similarly, to ensure that there are enough events, no |∆φmin(Emiss
T , ji)| cut is applied. Finally,

the selected events also need to pass the cuts on the large-R jet multiplicity, large-R jet pT, and
associated track jet multiplicity.
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6.1 Estimation of Z(→ ℓℓ)+jets events

Table 6.1 The definition of the 2-muon conrtol region to check the modeling of Z(→ ℓℓ)+jets back-
ground.

2-muon control region
Cuts Values
Event quality preselection pass
Single muon trigger pass
Number of isolated muon, nµiso ==2
Trigger matching (either µ) ==true
Muons are oppositely charge == true
Both muon’s pT[GeV] >25
|Invariant mass of dimuons (mll) - 90| [GeV] <30
Number of baseline electron, ne ==0
|∆φ(Emiss

T , pmiss
T )| < π/2

Number of large-R jet, nJ ≥ 1
Leading large-R jet pT , pJ1

T [GeV] > 300
Number of associated track jet, n jtrk ≥ 2
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Fig. 6.2 Kinematic distributions for 2-muon CR. (a) trimmed AntiKt10 jet multiplicity, (b) the number
of associated track jets, (c) the number of associated b-tagged track jets, (d) leading large-R jet mass,
(e) Emiss

T and (f) pV
T . The systematic uncertainties are shown as hatched band while the statistical

uncertainties are given as error bars.
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6.2 Estimation of tt̄, W (→ ℓν)+jets and single top events

Several kinematic distributions of the 2-muon CR are shown in Figure 6.2. After all the cuts,
more than 94% of the selected events are Z(→ ℓℓ)+jets events. The contribution from tt̄, single
top and VH backgrounds are basically negligible. Good agreement is achieved between data
and background. Most importantly, the modelling of the invariant mass of the reconstructed
large-R jet in the range between 50 < mJ < 170 GeV is very satisfactory.

6.2 Estimation of tt̄, W (→ ℓν)+jets and single top events

The estimation of W (→ ℓν)+jets, tt̄ and single top background in the SR proceed via a semi
data-driven approach. We trust the MC simulation to correctly reproduce the shape of the
kinematic distributions of these backgrounds. What we need to estimate is the total number of
events for each background in the SRs. To do this, the matrix method is used. A set of linear
equations with two unknowns, i.e. the scale factors of W (→ ℓν)+jets (SFW ) and tt̄ +single
Top (SFTop), can be written as

SFW ∗NMC
CRW

(W )+SFTop ∗NMC
CRW

(Top) = NData
CRW

−NMC
CRW

(Non-W/Top) (6.2)

SFW ∗NMC
CRTop

(W )+SFTop ∗NMC
CRTop

(Top) = NData
CRTop

−NMC
CRTop

(Non-W/Top) (6.3)

where NData (NMC) are the yield of the observation (prediction) from the different sources that
are present in the W (Top) CRs as indicated by the subscript CRW (CRTop).

In order to solve this Equation 6.3, we first need to construct a Top CR (where tt̄ and
single top backgrounds are combined) and a W (→ ℓν)+jets CR. These two CRs are nearly
identical to the SRs, but the lepton veto is reversed by requiring exactly one isolated muon and
no electrons in the final state. The full selection of each CR is listed in Table 6.2. As shown
in the table, all the selections except the last are common between the two CRs. At the last
selection stage, the remaining events are separated into two categories by introducing a cut on
the number of b-tagged track jets, which are not associated to the leading large-R jet1, near the
selected isolated muon. The separation between the muon and the non-associated b-tagged
track jets, ∆R(l, non-associated b-tagged track jet) should be less than 1.5. The distributions
of this variable for tt̄ and W (→ ℓν)+jets are shown in Figure 6.3. One can imagine that for
highly boosted leptonically decay top quarks, there should be a b-quark nearby the muon from
the W boson, whereas this is less common for W (→ ℓν)+jets events. The purity of tt̄ plus
single top MC events in the Top CR after these cuts is ∼94%. The purity of W (→ ℓν)+jets
events in the W (→ ℓν)+jets CR is ∼72%. The contamination from Top process (tt̄ plus single
top) in this region is ∼23%.

From the two CRs we constructed, we get the value for all the NData/MC
CR parameters. The

scale factor for W+jets and top background can then be derived by solving Equation 6.3

1Here, non-association simply means those b-tagged track jets and the leading large-R jet must have a
separation of ∆R(J1, jtrk)> 1.0.
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Table 6.2 The event selection of the CRs for the scale factor calculation. Note that "non-associated
b-tagged track jet" means b-tagged track jets that have ∆R(J1, jtrk)> 1.0.

Selection
Requirement

Top CR W (→ ℓν)+jets CR
Event quality preselection pass
Single muon trigger ==true
Number of isolated muon, Nµ,iso ==1
Muon’s pT [GeV] > 25
Nmber of baseline electron, Ne ==0
Emiss

T [GeV] > 200
Number of large-R jet, NJ ≥ 1
Leading large-R jet pT, J1

pT
[GeV] > 350

Number of associated track jet, N jtrk ≥ 2
any b-tagged track jet near lepton with
∆R(l, non-associated b-tagged track jet)<
1.5

True False

,b-trkjet)
0

(lepminR∆
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Fig. 6.3 Comparison of the distributions of ∆R separation between the leading muon and b-tagged
track jet for tt̄ (black) and W (→ ℓν)+jets (red) events. All the track jets considered here must have
∆R(J1, jtrk)> 1.0. Both distributions are normalised to unity.

simultaneously. The derived scale factors and the contribution of each background in this CR
are listed in Table 6.3. As a cross check, two additional CRs are created by varying track jet
and associated track-jet b-tagging requirements. The scale factors and the contribution of each
background in these two additional CRs are shown in Table 6.4. All scale factors in all three
CRs agree with each other within 1σ of statistical uncertainty.
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6.2 Estimation of tt̄, W (→ ℓν)+jets and single top events

Table 6.3 Data yield and MC prediction (before correction) in the W+jets and top CRs at ≥ 2 track jet
selection stage. Top CR includes contribution from single top and tt̄. Only the statistical error is shown.

Selection CR Diboson W+jets Z+jets Single Top tt̄ ZH ZννMC Data Scale Factor

same as Tab. 6.2
Top 1.7 ± 0.3 17.6 ± 1.1 1.5 ± 0.2 19.1 ± 2.8 293.6 ± 8.3 0.1 ± 0.0 0.0 ± 0.0 297 ± 17 0.894 ± 0.062

W (→ ℓν)+jets 51.7 ± 2.1 1313.4 ± 10.2 27.8 ± 0.8 61.1 ± 6.0 317.9 ± 8.7 1.1 ± 0.1 0.0 ± 0.0 1490.0 ± 38.6 0.815 ± 0.045

Table 6.4 Data yield and MC prediction (before correction) in the W (→ ℓν)+jets and top CRs at 2 other
selection stages. Top CR includes contribution from single top and tt̄. Only the statistical error is shown.

Selection CR Diboson W+jets Z+jets Single Top tt̄ ZH ZννMC Data Scale Factor

same as Tab. 6.2 except N jtrk ≥ 1 Top 4.3 ± 0.5 53.1 ± 1.9 5.1 ± 0.3 63.4 ± 7.1 466.5 ± 10.6 0.2 ± 0.0 0.0 ± 0.0 500.0 ± 22.4 0.841 ± 0.048
W (→ ℓν)+jets 108.5 ± 3.1 4461.5 ± 21.1 97.0 ± 1.6 145.5 ± 10.4 489.0 ± 10.9 1.6 ± 0.1 0.0 ± 0.0 4497.0 ± 67.1 0.842 ± 0.020

same as Tab. 6.2 plus N jbtrk
== 0 Top 1.5 ± 0.3 14.2 ± 1.0 1.3 ± 0.2 13.5 ± 2.4 123.9 ± 5.5 0.0 ± 0.0 0.0 ± 0.0 132.0 ± 11.5 0.857 ± 0.094

W (→ ℓν)+jets 42.7 ± 2.0 1161.3 ± 9.8 24.6 ± 0.8 21.5 ± 3.8 133.4 ± 5.7 0.1 ± 0.0 0.0 ± 0.0 1135.0 ± 33.7 0.805 ± 0.032

The derived scale factor, 0.894 (0.815) is used to scale tt̄ and single top (W (→ ℓν)+jets)
events. To check the kinematic distributions after applying these scale factors, a region
combining both the Top and W (→ ℓν)+jets CRs where all events that pass the selection up
to the number of associated track jet as listed in Table 6.2 is defined. Figure 6.4 shows the
kinematic distributions for these events after applying the scale factors derived in Table 6.3.
The shapes of the distributions between the data and MC are in an good agreement.
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Fig. 6.4 Kinematic distributions for W (→ ℓν)+jets and top CR after correction. (a) trimmed AntiKt10
jet multiplicity, (b) the number of associated track jets, (c) the number of associated b-tagged track jets,
(d) leading large-R jet mass, (e) Emiss

T and (f) W ’s pT. The systematic uncertainties are shown as hatched
band while the statistical uncertainties are given as error bars.
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6.3 Data-driven background estimate of Z(→ νν)+jets

6.3 Data-driven background estimate of Z(→ νν)+jets

An accurate description of Z(→ νν)+jets background is crucial to achieve better sensitivity
for DM pair production in this analysis. Estimation based on MC alone suffers from large
uncertainties; hence we opted for a data-driven method whose details are described below.

6.3.1 Method overview

The Z(→ νν)+jets background can be estimated via a translation from a well-understood and
cleanly measured reference process. This method is viable if the two processes are kinematically
similar in some regime. The translation is performed via a transfer function (T F) derived by
taking the ratio of a kinematics variable between the Z(→ νν)+jets and the reference process.
Symbolically, this translation from process B to A can be expressed as

A(x)≡ T FB→A(x) ·B(x) (6.4)

where x is a kinematic variable, for e.g Emiss
T or pT of the object of interest. This method has an

advantage such that it is dependent only on one parameter, x. Furthermore, it also provides the
cancellation of uncertainties among the two processes that are under studies.

With this idea in mind, the next step is to determine which reference process we want to
use to estimate the Z(→ νν)+jets process. As we shall explain later, γ+jets is chosen as the
reference process. Next, to derive the transfer function, we first need to decide which kinematic
variable we want to use. In our case, the Emiss

T is the natural choice. Equipped with the transfer
function, we can then convert γ+jets events to the Z(→ νν)+jets events. All these steps are
explained in more detailed in the following sections.

6.3.2 γ+jets as the reference process

We chose to use γ+jets as the reference process1. The main reason is that the γ+jets process
offers higher statistics especially at higher Emiss

T or pT region since there is no branching ratio
suppression for prompt photon production. Using γ+jets as the reference process is viable
provided that the theoretical uncertainties can be kept at a competitive level. In fact, they have
been shown to be within 5% [157]. The key is that the Z boson and the γ production processes

1In principle, it is wise to choose a well understood reference process as similar as possible to the process to be
estimated (so that the theoretical uncertainty is minimised). For the Z(→ νν)+jets, the corresponding reference
process would naturally be Z(→ ℓℓ)+jets (ℓ= e,µ), where the theoretical cross section ratio only differs by the
branching ratio. Nonetheless, the problem is that the statistics of Z(→ ℓℓ)+jets events in high Emiss

T or pT region
are too small. The precision of this method will suffer when we extrapolate from looser selection in the CRs to
harder selections in the SR. It is also possible to use W (→ ℓν)+jets as the reference process. But the modest
increase in statistics is offset by larger theoretical uncertainties with respect to the Z(→ νν)+jetsprocess. Also,
the lower purity of W (→ ℓν)+jets may also reduce the precision of the estimation.
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have very similar production mechanisms. These processes become increasingly similar at
high pT (> mZ) as the effect of the non-zero Z mass slowly disappears. At high pV

T , only
their electroweak couplings to quarks contributes to the difference in their rate. This similarity
(where the ratio is relatively constant with respect to event kinematics) is shown in Figure 6.5.
These reasons, coupled with the fact that the signal selection of this analysis are characterised
by high-pT requirements, γ+jets process is chosen to predict the Z(→ νν)+jets background.

Fig. 6.5 Ratio of the differential cross section between the inclusive Z+1 jet and γ+1 jet processes as a
function of the vector boson pTḞigure adapted from Reference [157].

6.3.3 Deriving transfer function, T Fγ→Zνν
, from γ+jets to Z(→ νν)+jets

To derive the transfer function, T Fγ→Zνν
, two templates are needed. One is the γ+jets template

and the other is the Z(→ νν)+jets template. These two templates are obtained from MC
samples as explained below.

γ+jets and Z(→ νν)+jets templates

To obtain a sample of pseudo Z(→ νν)+jets events from γ+jets events, we need to treat the
pT of γ as an estimator of the Emiss

T caused by two neutrinos decayed from Z. We define E/ γ

T as
the vector sum of the Emiss

T vector and the pT of photon. Throughout this thesis, any reference
to Emiss

T of an event from the γ+jets selection is taken to mean E/ γ

T.
To obtain an enriched sample of high pT photons, events must pass the requirements shown

in Table 6.5. In addition, events are required to pass the lowest unprescaled photon trigger g120
EF trigger, which is fully efficient for pγ

T >125 GeV. Similarly a Z(→ νν)+jets template is
selected by imposing a set of cuts listed in Table 6.6.

92



6.3 Data-driven background estimate of Z(→ νν)+jets

Table 6.5 Selection for γ+jets template

Selection Requirement
Event quality preselection pass

Single photon trigger pass
Number of photon, Nγ == 1
Photon’s pT, pγ

T [GeV] > 125
Number of baseline leptons, nℓ == 0

|∆φmin(Emiss
T , ji)| > 1.0

|∆φ(Emiss
T , pmiss

T )| < π/2
Number of large-R jet, nJ ≥ 1

Leading large-R jet pT , pJ1
T [GeV] > 350

Number of associated track jet, n jtrk ≥ 2

Table 6.6 Selection for Z(→ νν)+jets template

Selection Requirement
Event quality preselection pass

Emiss
T xe80_tclcw EF trigger pass

Number of baseline leptons, nℓ == 0
|∆φmin(Emiss

T , ji)| > 1.0
|∆φ(Emiss

T , pmiss
T )| < π/2

Number of large-R jet, nJ ≥ 1
Leading large-R jet pT , pJ1

T [GeV] > 350
Number of associated track jet, n jtrk ≥ 2

6.3.4 Fitting the transfer function

The Emiss
T distributions of Z(→ νν)+jets and γ+jets templates are shown in the upper plot

in Figure 6.6. The transfer function is defined as the ratio of the of the Z(→ νν)+jets Emiss
T

distribution to the γ+jets Emiss
T distribution. We model this ratio with the function form of

T Fγ→Zνν
= R0(

Emiss 2
T

Emiss 2
T +M2

Z
)n, (6.5)

where MZ is Z boson mass. This function is motivated by the approximation of cross-section
ratio between Z(→ νν)+jets and γ+jets, which is found to be proportional to the nth power of
the ratio of two propagators: 1/(p2

T +M2
Z) and 1/p2

T for Z(→ νν)+jets and γ+jets, respectively.
The R0 and the power n are taken as free parameters during fitting. The fitting range is between
200 GeV and 1000 GeV. Further details of this parameterisation can be found in Reference [157].
The fit yields a χ2/d.o. f . of 1.32. The fitted curve is also shown in the lower plot in Figure 6.6.

To check if the transfer function affects other kinematic properties of the event, a closure
test is performed. An event-by-event weight, wγ→Zνν

, extracted from the transfer function is
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Fig. 6.6 Emiss
T distribution for γ+jets and Z(→ νν)+jets. The ratio of Z(→ νν)+jets to γ+jets is the

transfer function.

applied to each selected γ+jets event. The wγ→Zνν
for the ith event is defined as

wi
γ→Zνν

= T Fγ→Zνν
(Emiss, i

T ) (6.6)

Figure 6.7 shows comparisons of various kinematic variables between reweighted γ+jets events
to the Z(→ νν)+jets MC events. As can be seen in the ratio plots of Figure 6.7, an overall
good agreement is observed within 1σ uncertainty by taking into account both statistical and
systematic variations. The treatment of the systematic uncertainties for this method will be
discussed in Section 7.4.2.
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Fig. 6.7 As a closure test, each selected γ+jets MC event is reweighted using the fitted transfer function.
Starting from top left is the Emiss

T , |∆φmin(Emiss
T , ji)|, leading large-R jet pT , leading large-R jet mass,

track jet pT and track jet MV1 value. The shaded band in the systematic uncertainty from the transfer
function variation described in the Section 7.4.2.
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6.3.5 Reweight γ+jets to Z(→ νν)+jets using template from data

Having derived the transfer function, the next step is to obtain the estimate of Z(→ νν)+jets in
data. A γ+jet template is constructed from data by imposing the selections listed in Table 6.5.
The event yields are presented in Table 6.7. The first 6 columns in Table 6.7 are the yields
of the other non-γ+jets backgrounds estimated from MC simulation. These non-γ+jets back-
grounds have negligible contribution. That means the uncertainties of MC prediction for these
backgrounds have little effect on Z(→ νν)+jets backgrounds estimation. The last column is
the yield of γ+jets events after subtracting all other non-γ+jets contribution from the data.
These γ+jets events selected from the data is reweighted by applying an event weight wγ→Zνν

as defined in Equation 6.6.

Table 6.7 Events that passed γ+jets selection. Only the statistical error is shown.

Diboson W+jets Z+jets Single Top tt̄ ZH γ+jets (Data)
0.5 ± 0.1 10.5 ± 0.5 0.4 ± 0.1 0.1 ± 0.1 0.5 ± 0.2 0.0 ± 0.0 1557.7 ± 24.4

Finally kinematic distributions of the estimate of the Z(→ νν)+jets events, together with
the other background contributions in the Z(→ νν)+jets CR (selection same as in Table 6.6
plus additonal requirement that n jtrk

b
== 0) are plotted in Figure 6.8. This region is dominated

by W/Z+light jets events. Even though their contribution to the signal region is negligible, it
still can serve as an excellent region to identify subtle discrepancies between data and simulation
due to its high statistics. In general, the shape of the MC distributions agree well with the data.
Nonetheless there is still a residual difference of around ∼10% in the data/MC ratio. This
discrepancy originates from the mismodeling of Z(→ νν)+jets MC template used to derive the
transfer function. To correct for this difference, a scale factor for the Z(→ νν)+jets estimate
need to be derived.
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Fig. 6.8 Kinematic distributions in the Z(→ νν)+jets CR. The Z(→ νν)+jets template is obtained
using Equation 6.6 and before applying scale factor. (a) trimmed AntiKt10 jet multiplicity, (b) the
number of associated track jets, (c) the number of associated b-tagged track jets, (d) leading large-R jet
mass, (e) leading large-R jet pT and (f) Emiss

T . Only the statistical error is shown.
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6.3.6 Scale factor for Z(→ νν)+jets

The scale factor, SF , for Z(→ νν)+jets can be derived by solving the equation

SF =
Ndata −NMC

non Z(→νν̄)+jets

NZ(→νν̄)+jets
(6.7)

The scale factor derived from this Z(→ νν)+jets CR (selection same as in Table 6.6 plus
additional requirement that n jtrk

b
== 0) is shown in the last column of Table 6.8. The deviation

of the scale factor from the unity is assigned as the symmetric uncertainty on the Z(→ νν)+jets
normalisation.

To test the robustness of this scale factor, the scale factors derived using the same procedure
with slightly different b-tagging requirement are compared in Table 6.9. Both scale factors
agree with the nominal scale factor within 1σ uncertainty.

Table 6.8 Normalization scale factor derived for Z(→ νν)+jets background. The W+jets and top scale
factors derived earlier in Table 6.3 are applied. Only the statistical error is shown.

Selection Diboson W+jets Z+jets Single Top tt̄ ZH Z(→ νν)+jets data Scale Factor
same as Tab. 6.6 plus N jtrk

b
== 0 67.0 ± 1.6 629.9 ± 8.4 3.2 ± 0.3 8.3 ± 2.1 25.6 ± 2.6 0.3 ± 0.0 1333.0 ± 22.7 1938.0 ± 44.0 0.896 ± 0.037

Table 6.9 As a cross check, additional two normalisation scale factors are derived for Z(→ νν)+jets
background with slightly different b-tagging requirement. The W+jets and top scale factors derived
earlier in Table 6.3 are applied. Only the statistical error is shown.

Selection Diboson W+jets Z+jets Single Top tt̄ ZH Z(→ νν)+jets data Scale Factor
same as Tab. 6.6 83.6 ± 1.8 700.1 ± 8.8 3.7 ± 0.3 16.7 ± 3.2 69.7 ± 4.2 2.4 ± 0.1 1545.6 ± 24.4 2270.0 ± 47.6 0.895 ± 0.034

same as Tab. 6.6 plus N jtrk
b

== 1 13.2 ± 0.7 63.3 ± 2.4 0.3 ± 0.1 6.9 ± 2.1 38.1 ± 3.1 0.9 ± 0.1 194.4 ± 8.6 294.0 ± 17.1 0.875 ± 0.098

6.3.7 Kinematic distribution of Z(→ νν)+jets CR after correction

Figure 6.9 shows the comparison of modelling of the Z(→ νν)+jets to data in the Z(→
νν)+jets control region after applying event by event reweighting to the γ+jets template
obtained from data minus all other non-γ+jets backgrounds. The overall scale factor derived
in Table 6.8 is also applied to the estimate of the Z(→ νν)+jets events. A good agreement is
observed in various kinematic variables.
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Fig. 6.9 Kinematic distributions in the Z(→ νν)+jets CR after reweighting and after applying scale
factor. (a) trimmed AntiKt10 jet multiplicity, (b) number of associated track jet, (c) number of associated
b-tagged track jet, (d) leading large-R jet mass, (e) leading large-R jet pT and (f) Emiss

T . Both the
statistical error and systematics uncertainties are shown.
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6.4 Data-driven background estimate of QCD multi-jet
To investigate and estimate the contribution by QCD event due to the resolution or mis-
measurement of jet energy, we examine the Emiss

T distribution in a QCD multi-jet enriched CR.
The requirements for this CR are listed in Table 6.10. The Emiss

T distribution in the QCD CR is
shown in Figure 6.10. Contribution from other events such as tt̄ and W+jets are minuscule.
The rest of the events are expected to come from QCD multi-jet events. A large fraction of the
QCD multi-jet sample have Emiss

T less than 300 GeV.

Table 6.10 Selection for QCD multi-jets enriched region.

Selection Requirement
Event quality preselection pass

Emiss
T xe80_tclcw EF trigger pass

Emiss
T [GeV] > 100

Number of baseline leptons, nℓ == 0
|∆φmin(Emiss

T , ji)| < 1.0
|∆φ(Emiss

T , pmiss
T )| > pi/2

Number of large-R jet, nJ ≥ 1
Leading large-R jet pT , pJ1

T [GeV] > 350
Number of associated track jet, n jtrk ≥ 2
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Fig. 6.10 . Emiss
T distribution of the QCD control region. No scale factors are applied to MC samples.

Although it is rare for QCD multi-jet events to have high Emiss
T , due to the extremely large

cross section of QCD multi-jet production compared to that of the Emiss
T +bb̄, QCD multi-jet

events may still form a considerable background in this analysis. In order to evaluate the QCD
multi-jet contribution, we adopt the data-driven approach called “ABCD” method, because
in general the QCD multi-jet production is not well modelled in simulation In addition, it is
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difficult for MC simulation to reproduce mis-measurement of jet energy that causes fake Emiss
T .

Furthermore, due to its high production cross section, a considerable amount of MC events
would need to be generated in order to match the statistics as collected in the data.

6.4.1 ABCD method

The principle of ABCD method is similar to the CR approach introduced early in the beginning
of this chapter. Here the CRs are simply labeled as “A”, “B”, “C”, and “D”. To construct
these regions, we need two nearly uncorrelated kinematic variables in which the QCD multi-jet
production has a markedly different distribution from the other backgrounds (i.e W/Z+jets and
tt̄ and e.t.c):

1. |∆φ(Emiss
T , pmiss

T )|: azimuthal separation between Emiss
T and pmiss

T

2. |∆φmin(Emiss
T , ji)|: minimum azimuthal separation between Emiss

T and any signal jet

Figure 6.11 shows the |∆φ(Emiss
T , pmiss

T )| versus |∆φmin(Emiss
T , ji)| plane, where the four regions

of interest A, B, C, and D can be defined. The sketch of jet, Emiss
T and pmiss

T in each region serve
as a visual aid to understand the relation of these variables with the composition of the type of
events in each region. The back to back structure of the Emiss

T and pmiss
T in azimuthal direction

(regions C and D) is more indicative of a calorimeter (or an inner-detector) mis-measurement.
When both the Emiss

T and pmiss
T point in a similar azimuthal direction (regions A and B), this

usually signal the present of true Emiss
T originating from non-interacting particles like neutrino

and DM. When Emiss
T , pmiss

T and the direction of jet are roughly align (region B), it can signify
the presence of jet coming from semi-leptonic b-quark decay. In ABCD method, the prediction
for QCD multi-jet events in the signal region (region A) can be calculated as:

NQCD
A(SR) =

NB

ND
×NC, (6.8)

where NB, NC and ND represent the number of events in data minus the contributions from the
other non-multi-jet MC backgrounds in regions B, C and D, respectively.

Figure 6.12 shows the distributions of |∆φ(Emiss
T , pmiss

T )| and |∆φmin(Emiss
T , ji)| for QCD

multi-jet and the other events selected based on similar requirements in Table 6.10. The contri-
bution from other events such as tt̄ and W+jets are small. The rest of the events are expected
to come from QCD multi-jet events. Figure 6.12a shows that the QCD multi-jet background
completely dominates in region where |∆φ(Emiss

T , pmiss
T )|> π/2, while Figure 6.12b shows that

the QCD multi-jet background dominates the low |∆φmin(Emiss
T , ji)| region.

The two variables must have non-structured distribution in this 2-D plane for the ABCD
method to work. One way to check this assumption is to show the similarity of the |∆φmin(Emiss

T , ji)|
distributions for both |∆φ(Emiss

T , pmiss
T )|< π/2 and |∆φ(Emiss

T , pmiss
T )|> π/2. This similarity of

|∆φmin(Emiss
T , ji)| distributions for QCD dijet MC sample is demonstrated in Figure 6.13. The
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Fig. 6.11 Two-dimensional kinematic plane for estimating QCD multi-jet background in the signal
region (region A). The sketch of jets (cones), Emiss

T and pmiss
T in each region help to visualize the relation

of the variables between QCD multi-jet, non-multi-jet backgrounds and the signal events.
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Fig. 6.12 ∆φ(Emiss
T , pmiss

T ) and |∆φmin(Emiss
T , ji)| distribution in QCD multi-jet CR. Selection listed in

Table 6.10 are applied. No scale factors are applied to any MC samples.

|∆φmin(Emiss
T , ji)| variable is shown to have the same shape above and below φ(Emiss

T , pmiss
T ) =

π/2 which supports that the two variables are not correlated. To further build confidence that
the |∆φmin(Emiss

T , ji)| variable and the ∆φ(Emiss
T , pmiss

T ) are sufficiently de-correlated, a cross
check is performed using templates obtained from data after subtracting away contribution
from non-multi-jet processes estimated from the simulation. This is illustrated in Figure 6.14.
Similarly, both distribution are normalised to the same unit area. The shapes of the two
|∆φmin(Emiss

T , ji)| distributions are quite similar.
The number of events in regions B, C and D after all the signal selection (Table 5.1) are

too small to produce a robust estimation. Hence a loose selection without the requirement
of b-tagging and Higgs mass window is used. In return, a selection rate, R, is introduced to
define the probability that an event passes both the two b-tagged jet and Higgs mass window
requirements. Equation 6.8 is then rewritten as:

NQCD
A(SR) =

NB

ND
×NC ×R, (6.9)

In order to estimate the QCD multi-jet background, we first have to measure the value for
R from either region B or region D. We chose to measure R from region B as it has higher
statistics. We also loosen the Emiss

T requirement to be greater than 100 GeV. By taking the
ratio of the number of events after applying both the two b-tagged jet and Higgs mass window
requirements to the number of events before applying the cuts (cross reference to Table 5.1),
we get R = 0.007±0.0005. With this, we can proceed to calculate NQCD

A(SR).
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Fig. 6.13 Correlation test for two variables in QCD multi-jet estimation by using ABCD method. This
plot are made using PYTHIA8 QCD dijet MC samples. The events are required to pass the event
selection in Table 6.10 except the cuts on φ(Emiss

T , pmiss
T ) = π/2 and |∆φmin(Emiss

T , ji)|.

6.4.2 Cross check

Before we calculate NQCD
A(SR), it is sound to check that this method works. We checked the

method by comparing the predicted number of QCD multi-jet events in different Emiss
T and

|∆φmin(Emiss
T , ji)| regions.

First, the ABCD method is repeated in the following three regions with different Emiss
T

values:

• 100 < Emiss
T < 150 GeV,

• 150 < Emiss
T < 200 GeV, and

• 100 < Emiss
T < 200 GeV.

In order to test the method with larger statistics, |∆φmin(Emiss
T , ji)| > 0.4 is used to define

regions A and C. Table 6.11 shows that the predicted yields in region A with 100 < Emiss
T < 150

GeV and 100 < Emiss
T < 200 GeV is 23−31% higher than the directly observed yields. For

150 < Emiss
T < 200 GeV, the prediction is consistent with the observed yield in region A.

However, since the QCD fraction is only 11%, we consider this result less reliable.
We performed two more tests in two different |∆φmin(Emiss

T , ji)| regions:

• 0.4< |∆φmin(Emiss
T , ji)|<0.9, and
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Fig. 6.14 Correlation test for two variables in QCD multi-jet estimation by using ABCD method. This
plot is made by subtracting data from non-QCD MC backgrounds. Only events with 100 < Emiss

T < 200
GeV are shown here.

• 0.9< |∆φmin(Emiss
T , ji)|<1.5

and with 100 < Emiss
T < 200 GeV. The results are shown in Table 6.12. The predicted yield in

the 0.4 < |∆φmin(Emiss
T , ji)|< 0.9 region is 31% higher than the observed number of multi-jet

events. In higher |∆φmin(Emiss
T , ji)| region, the QCD fraction decreases drastically, such that for

0.9 < |∆φmin(Emiss
T , ji)|< 1.5 the QCD fraction is only around 5%. This means the estimate

will be very sensitive to the systematic variation in other non-QCD backgrounds. Here, the
estimated multi-jet yield is consistent with the observed yields.

In summary, these tests suggest that the method is sound. The predicted QCD events in
region A with smaller |∆φmin(Emiss

T , ji)| is systematically larger than the statistical uncertainty.
On the other hand, the accuracy of QCD estimate with large |∆φmin(Emiss

T , ji)| is limited by
the available QCD events. A conservative systematics uncertainty of 31% is assigned to this
method itself by taking the largest deviation from the closure test result.

6.4.3 Result for QCD multi-jet background estimation in the SR

To estimate the QCD multi-jet background in the SRs, we apply signal event selections up
to the number of associated track jets (see Table 5.1). The boundary of regions A, B, C and
D are defined by |∆φmin(Emiss

T , ji)| = 1.0 and |∆φ(Emiss
T , pmiss

T )| = π/2. The event yields for
each background in each region and with two different Emiss

T values are listed in Table 6.13.
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Table 6.11 QCD background estimation closure test. Non-QCD backgrounds are substracted from data.
The uncertainties include statistical error only.

Region NB ND NC Nobs
A N pred

A N pred
A /Nobs

A

100 GeV < Emiss
T < 150 GeV

Diboson 26 ± 1 13 ± 1 5 ± 1 18 ± 1

1622 ± 56 1.23 ± 0.06

W (→ ℓν)+jets 489 ± 11 217 ± 8 115 ± 5 418 ± 10
tt̄ 949 ± 14 367 ± 9 98 ± 4 323 ± 8

Z(→ νν)+jets 190 ± 8 58 ± 5 44 ± 6 252 ± 10
Single Top 64 ± 5 27 ± 3 9 ± 2 21 ± 3

Z(→ ℓℓ)+jets 32 ± 2 20 ± 3 4 ± 1 8 ± 1
γ+jets 68 ± 14 56 ± 17 1 ± 0 9 ± 2

Total non-QCD bkg 1818 ± 25 757 ± 21 275 ± 9 1048 ± 17
Data 23518 ± 153 17146 ± 131 1500 ± 39 2365 ± 49
QCD 21700 ± 155 16389 ± 133 1225 ± 40 1317 ± 51

150 GeV < Emiss
T < 200 GeV

Diboson 28 ± 1 9 ± 1 3 ± 0 17 ± 1

159 ± 33 1.4 ± 0.5

W (→ ℓν)+jets 536 ± 10 145 ± 5 59 ± 3 347 ± 8
tt̄ 782 ± 13 195 ± 6 51 ± 3 285 ± 8

Z(→ νν)+jets 227 ± 6 40 ± 4 24 ± 2 252 ± 6
Single Top 53 ± 5 14 ± 3 2 ± 1 20 ± 3

Z(→ ℓℓ)+jets 36 ± 1 16 ± 1 2 ± 0 5 ± 1
γ+jets 23 ± 9 9 ± 4 0 ± 0 1 ± 0

Total non-QCD bkg 1684 ± 20 428 ± 10 140 ± 5 927 ± 13
Data 8041 ± 90 3457 ± 59 216 ± 15 1039 ± 32
QCD 6357 ± 92 3029 ± 60 76 ± 16 112 ± 35

100 GeV < Emiss
T < 200 GeV

Diboson 53 ± 2 22 ± 1 8 ± 1 35 ± 1

1879 ± 65 1.31 ± 0.07

W (→ ℓν)+jets 1025 ± 15 362 ± 9 174 ± 6 766 ± 13
tt̄ 1731 ± 19 561 ± 11 149 ± 6 608 ± 11

Z(→ νν)+jets 417 ± 10 98 ± 6 68 ± 6 504 ± 11
Single Top 117 ± 7 41 ± 4 11 ± 2 40 ± 4

Z(→ ℓℓ)+jets 68 ± 2 36 ± 3 5 ± 1 13 ± 1
γ+jets 91 ± 16 65 ± 17 1 ± 0 10 ± 2

Total non-QCD bkg 3502 ± 32 1186 ± 24 416 ± 11 1975 ± 21
Data 31559 ± 178 20603 ± 144 1716 ± 41 3404 ± 58
QCD 28057 ± 181 19417 ± 145 1300 ± 43 1429 ± 62

Upon closer inspection on Table 6.13 we know that the QCD fraction decreases as the Emiss
T

increases. Region A and C consistently have negative QCD fraction as |∆φmin(Emiss
T , ji)|> 1.0

cut combined with high Emiss
T cut had essentially removed all the QCD events. This also implies

that QCD background is expected to be negligible in the SRs. Due to this fact, we have to
assign an upper limit for QCD background in our SRs.

Emiss
T > 200 GeV region which has the largest QCD fraction is used for the upper limit

derivation. The 68% C.L. upper limit for QCD event estimated in region A is:

NQCD
A(SR), 68%C.L =

NB

ND
×NC, 68%C.L ×R (6.10)

where NC, 68%C.L = 2.4 is the one standard deviation of the statistical uncertainty of NC predicted
in Table 6.13. Plugging in the value for NB = 2650, ND = 1262 and R = 0.007, the QCD
background upper limit in the SRs is estimated to be 0.04. The systematic error for this
estimation is described in more detailed in Section 7.4.3.
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Table 6.12 QCD background estimation cross check using different |∆φmin(Emiss
T , ji)| range for region A

and region C in Emiss
T > 200 GeV bin. For region B and D, |∆φmin(Emiss

T , ji)| is fixed at < 0.4. Non-QCD
backgrounds are substracted from data. The uncertainties include statistical error only.

100 GeV < Emiss
T < 200 GeV

|∆φ(Emiss
T , ji

akt4)| NB ND NC Nobs
A N pred

A N pred
A /Nobs

Adefinition for region A(C)

0.4 < |∆φmin(Emiss
T , ji

akt4)|< 0.9

Diboson 53 ± 2 22 ± 1 6 ± 1 22 ± 1

1801 ± 62 1.31 ± 0.07

W (→ ℓν)+jets 1025 ± 15 362 ± 9 134 ± 5 523 ± 11
tt̄ 1731 ± 19 561 ± 11 135 ± 5 531 ± 11

Z(→ νν)+jets 417 ± 10 98 ± 6 58 ± 6 305 ± 9
Single Top 117 ± 7 41 ± 4 9 ± 2 35 ± 4

Z(→ ℓℓ)+jets 68 ± 2 36 ± 3 4 ± 1 10 ± 1
γ+jets 91 ± 16 65 ± 17 1 ± 0 5 ± 2

Total non-QCD bkg 3502 ± 32 1186 ± 24 348 ± 10 1432 ± 18
Total Data 31559 ± 178 20603 ± 144 1595 ± 40 2811 ± 53

QCD 28057 ± 181 19417 ± 145 1247 ± 41 1379 ± 56

0.9 < |∆φmin(Emiss
T , ji

akt4)|< 1.5

Diboson 53 ± 2 22 ± 1 1 ± 0 11 ± 1

63 ± 15 1.09 ± 0.55

W (→ ℓν)+jets 1025 ± 15 362 ± 9 28 ± 3 213 ± 7
tt̄ 1731 ± 19 561 ± 11 11 ± 2 74 ± 4

Z(→ νν)+jets 417 ± 10 98 ± 6 9 ± 1 171 ± 7
Single Top 117 ± 7 41 ± 4 1 ± 1 6 ± 2

Z(→ ℓℓ)+jets 68 ± 2 36 ± 3 1 ± 0 3 ± 1
γ+jets 91 ± 16 65 ± 17 0 ± 0 2 ± 0

Total non-QCD bkg 3502 ± 32 1186 ± 24 51 ± 4 479 ± 11
Total Data 31559 ± 178 20603 ± 144 95 ± 10 537 ± 23

QCD 28057 ± 181 19417 ± 145 44 ± 10 58 ± 25

6.5 Kinematic distribution in 0-lepton validation region
Finally all the background estimations are combined in a 0-lepton validation region in order to
check the overall modelling of various backgrounds. Events in this VR are required to pass
the selection listed in Table 6.6. Emiss

T cut loosened to 200 GeV to allow for more statistics.
In addition, no jet mass cut is applied. Only events that contain 0 and 1 b-tagged track jet
are considered. The distributions are shown in Figure 6.15. All distributions show that the
background predictions agree well with the data.
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Table 6.13 Data and non-QCD background yield in each region B, C and D for two Emiss
T bins. The

uncertainties include statistical error only.

Region NB ND NC Nobs
A

Emiss
T > 200 GeV

Diboson 140 ± 3 15 ± 1 2 ± 0 84 ± 2
W (→ ℓν)+jets 2314 ± 14 260 ± 6 37 ± 2 700 ± 7

tt̄ 1724 ± 19 211 ± 7 3 ± 1 70 ± 4
Z(→ νν)+jets 864 ± 8 37 ± 3 1 ± 0 1880 ± 8

Single Top 184 ± 11 24 ± 3 2 ± 1 17 ± 3
Z(→ ℓℓ)+jets 145 ± 2 40 ± 1 2 ± 0 4 ± 0

γ+jets 8 ± 3 13 ± 6 0 ± 0 0 ± 0
Total non-QCD bkg 5379 ± 27 600 ± 12 47 ± 2 2754 ± 12

Total Data 8029 ± 90 1862 ± 43 45 ± 7 2270 ± 48
QCD 2650 ± 94 1262 ± 45 -2 ± 7 -484 ± 49

Emiss
T > 250 GeV

Diboson 113 ± 3 10 ± 1 1 ± 0 79 ± 2
W (→ ℓν)+jets 1846 ± 11 167 ± 4 30 ± 1 644 ± 6

tt̄ 1116 ± 15 109 ± 5 3 ± 1 60 ± 4
Z(→ νν)+jets 661 ± 6 19 ± 2 1 ± 0 1819 ± 8

Single Top 146 ± 10 14 ± 3 2 ± 1 13 ± 3
Z(→ ℓℓ)+jets 111 ± 2 29 ± 1 1 ± 0 3 ± 0

γ+jets 3 ± 2 8 ± 5 0 ± 0 0 ± 0
Total non-QCD bkg 3996 ± 22 355 ± 9 38 ± 2 2618 ± 11

Total Data 4632 ± 68 765 ± 28 34 ± 6 2145 ± 46
QCD 636 ± 72 410 ± 29 -4 ± 6 -473 ± 48
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Fig. 6.15 Kinematic distributions for 0-lepton VR after reweighting and applying all scale factors. (a)
trimmed AntiKt10 jet multiplicity, (b) number of associated track jet, (c) number of associated b-tagged
track jet, (d) leading large-R jet mass, (e) leading large-R jet pT and (f) Emiss

T . Both the statistical error
and systematics uncertainties are shown.
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6.6 Estimated background yield in the signal regions
After applying the full event selection, the total event yields of each background are shown
in Table 6.14. The full cutflow for each of the background can be found in Table C.1 in
Appendix C. The event yield for all the backgrounds has been scaled based on the integrated
luminosity. In addition, the event yield for W+jets, top, and Z(→ νν)+jets backgrounds have
also been scaled based on the scale factors derived in previous sections. The largest background
contribution comes from Z(→ νν)+jets backgrounds. The QCD multi-jet background number
quoted in the table is the upper limit as derived in Section 6.4.

Table 6.14 Event yield of each background in the final SRs. The uncertainties include only the MC
statistical errors.

Emiss
T [GeV]

Background > 300 > 400
Z(→ νν)+jets 7.00±1.6 5.2±1.4
W(ℓν)+jets 1.4±0.2 0.8±0.2
(W/Z)H 1.0±0.1 0.6±0.1
Diboson 0.9±0.1 0.6±0.1
Top 0.8±0.4 0.6±0.3
QCD multi-jet < 0.0±0.04 < 0.0±0.04
Total bkg. 11.2±1.7 7.7±1.4
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Chapter 7

Systematics Uncertainties

This section describes the sources of systematic uncertainty considered in the analysis. These
uncertainties are divided into three categories: the theoretical uncertainties (Section 7.1), the
uncertainties due to the detector modelling and the reconstruction, collectively called the
experimental uncertainties (Section 7.3), and the uncertainties on the background estimation
method (Section 7.4).

7.1 Theoretical Uncertainties
The theoretical uncertainties represent our ignorance in the description of a physics process
or its implementation in a MC generator. In this analysis, we consider two sources which are
expected to have the largest impact, i.e the PDF uncertainty and the cross section uncertainty.

7.1.1 PDF uncertainties

The cross sections in proton-proton collisions are expressed as

σ pp→X ,Y,... = ∑
iA, jB=q(g),q̄(g)

∫
dx1dx2PDFA

i ( f1,x1,Q
2, ...)PDFB

j ( f2, f x2,Q
2, ...)σ iA jB→X ,Y,...(x1,x2,αs, ...)

(7.1)
where σ iA jB→X ,Y,... is the parton-parton cross section induced by iA-th and jB-th partons in the
incoming protons A and B, respectively. PDFA

i and PDFB
j are the i-th and j-th PDF of proton

A and B, which depend on the flavor of the interacting partons ( f l1 and f l2), the momentum
of each interacting parton (x1 and x2) and the momentum transfer Q2. Since the PDFs are
determined empirically using data with some uncertainties, the inclusion of any PDF into the
cross section calculation introduces a systematic error. Thus, it is important to estimate the
impact of PDF uncertainty on the event selection efficiency.

There are two components of PDF uncertainty that must be considered:
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• Intra-PDF uncertainty: this is the uncertainty within a given PDF set. Usually a central
PDF that is used for the generation of a sample is accompanied by a set of error PDFs
representing the uncertainties (e.g. fit uncertainty) within a given PDF family. The
prescription to evaluate this type of uncertainty is PDF-dependent.

• Inter-PDF uncertainty: this is the variation when switching from one PDF set to another
PDF set. The comparison is made using the result obtained by each PDF and comparing
the variation of the observables.

The total PDF uncertainty is the combination of the inter- and intra-PDF uncertainties. It is
obtained by taking the envelope of the variations and uncertainties. Our signal samples are
produced with the CTEQ6L1 [158] LO PDF set using MADGRAPH. The CTEQ6L1 PDF does
not have associated error sets. We use another two PDF sets (i.e. the MSTW2008LO PDF set
and NNPDF2.1 PDF) to estimate the PDF systematic uncertainty. The exact procedures to
evaluate each component and their combination will be discussed in the following paragraphs.

Calculating the intra-PDF uncertainty

The MSTW2008LO PDF set consists of 1 central PDF and 40 other PDF sets representing the
uncertainty1. To evaluate the intra-PDF uncertainty for MSTW2008LO PDF set, we use the
asymmetric Hessian method [159]. For an observable X let us denote its value using the central
PDF as X0. The X+

2i (X−
2i−1) is the value of the observable obtained by the PDF corresponding

to the upward (downward) fluctuation for the i-th PDF error set. The asymmetric errors for
MSTW2008LO PDF set are calculated using the following formulae

∆X+
max =

√√√√ N=40

∑
i=1,...N/2

[
max(X+

2i −X0,X−
2i−1 −X0,0)

]2

∆X−
max =

√√√√ N=40

∑
i=1,...N/2

[
max(X0 −X+

2i ,X0 −X−
2i−1,0)

]2

(7.2)

where N is the number of PDF error sets (40 for MSTW2008LO PDF set).
Next we evaluate the intra-PDF uncertainty for the NNPDF2.1 PDF set. Unlike MSTW2008LO

PDF set which provide a central value and some error PDFs with parameters varied, the
NNPDF2.1 PDF set consist of one central PDF and a MC ensemble of 100 PDF replicas of
the original dataset. The data points of the replicas are distributed according to the central
values and uncertainties specified by the measurements. The best-fit PDF is constructed for
each replica. This procedure is repeated N times, resulting in an ensemble of N PDFs. Hence

1A PDF can have n uncorrelated parameters. Each parameter can be varied independently by +/- 1 sigma and
a new (error) PDF is calculated. This new PDF is basically what should be used to evaluated the systematic effects
on an observable.
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the intra-PDF uncertainty for NNPDF2.1 PDF set is calculated as the standard deviation of the
ensemble,

∆X =

√
1

N −1 ∑
i=1,2,...N

(Xi −X0)
2 (7.3)

where N is the total number of PDF in the ensemble.

Calculating the total uncertainty

As per the PDF4LHC prescription [160], the total PDF uncertainty of an observable is the
envelope of the combination of the inter- and intra-PDF uncertainties. That is half of the
extremum (min and max) of all variations. It is calculated as

∆Xtotal =
1
2

[
max

(
XNNPDF

0 +∆X , XMSTW2008LO
0 +∆X+

max

)
−

min
(

XNNPDF
0 −∆X , XMSTW2008LO

0 +∆X−
min

)] (7.4)

The resulting envelope of maximum deviation is then symmetrised. To obtain the relative
uncertainty, ∆Xtotal is divided by the nominal value X0 obtained using the CTEQ6L1 PDF.

Obtain the variation of an observable given a new PDF

With the uncertainty calculation for the MWST and NNPDF families defined, now the questions
are what observable X we should use, and how to obtain the value for the observable given
a new PDF or error PDF. In our case, the observable is taken to be the selection efficiency,
ε . Ideally, whenever we change to a new PDF or error PDF, we have to generate a new MC
sample using the new PDFs and its associated generator tunes (see Section 3.2). We then re-run
the whole analysis to obtain the new selection efficiency. This method is more accurate (since
it goes through the whole chain of the sample production, i.e. the event generation, the detector
simulation, the digitisation and the reconstruction) but it is very resource consuming. Hence,
we adopt a second method in which we reweight the MC samples with a relative event weight,
given a new PDF1. The general idea and procedures are described as follows.

Suppose that our MC events are generated using a nominal of central PDF, call it PDF0, in a
generator. The event selection efficiency for this PDF, ε0 after applying all the event selections

1Compared to the first approach, each event is simulated only once, so the kinematics do not change and
there is no residual statistical variation in uncertainty. The concern involved with this method is that re-weighting
events only affects the hard process. It does not correctly take into account the Sudakov form factors which is
used for parton showers calculations. However, the impact of this was shown to be negligible as demonstrated in
Reference [161].
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is defined as

ε0 =
Ncuts

0
Ngen

0
(7.5)

where Ngen
0 is the total number of events generated by the generator and Ncuts

0 is the number of
selected events after applying all the selection criteria.

Now suppose that we use the same generator but with new PDFs to generate our MC events.
This new PDF can be an error PDF or a new central value PDF. Let us denote the new PDFs
as PDFi, where i = 0,1,2, ...N denotes the i-th PDF. The event weight (relative probability of
producing a particular event), wi

n for each event n can be defined as

wi
n =

PDFi( f1,x1,Q2)

PDF0( f1,x1,Q2)
× PDFi( f2,x2,Q2)

PDF0( f2,x2,Q2)
. (7.6)

The new event selection efficiency corresponding to the alternative PDF can be obtained by
using wi

n as in

εi =
Ncuts

i
Ngen

i
=

Ncuts
0

∑
n=1

wi
n

Ngen
0

∑
n=1

wi
n

(7.7)

Result

An example distribution of PDF systematics variation in the Emiss
T > 300 GeV SR for mx1000_xdxhDh

signal sample is depicted in Figure 7.1. The first point (or bin) is the acceptance (marked by the
solid red line) for the nominal PDF (CTEQ6L1). The next 41 points covered by the magenta
band are the acceptance for the MSTW2008LO68cl PDF set while those inside the green
band are for the NNPDF2.2 PDF set. The total PDF uncertainty calculated using Equation 7.4
is listed in Table 7.1 and Table 7.2 for SRs with Emiss

T > 300 GeV and Emiss
T > 400 GeV,

respectively. The acceptance obtained using the central value for the MSTW2008LO68cl and
mean of the NNPDF2.2 PDF sets differ only slightly. However the intra-PDF uncertainties for
MSTW2008LO68cl PDF set are larger than that for NNPDF2.2 PDF set. Hence, the total PDF
uncertainty obtained by the envelope method is mostly dominant by the uncertainties from the
MSTW2008LO68cl PDF set.

The systematic uncertainties in the SRs due to the choice of the PDFs are also taken into
account for the diboson (5.9%), W/Z+jets (5%), tt̄ (6%) and VH (2.5%) processes. Their
values are cited from Reference [46] with the similar phase space. Because the Z(→ νν)+jets
estimation is data-driven, we assume no additional PDF uncertainties, and the theoretical
uncertainties are absorbed in the uncertainty on the transfer function, whose derivation is as
detailed in Section 7.4.2.
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Table 7.1 PDF uncertainty calculated in terms of acceptance for signal samples after Emiss
T > 300 GeV

cut.

CTEQ6L1 (%) MSTW2008LO (%) NNPDF2.1 (%) total uncertainty (%)
mx1_xgxFhDh 12.14 ± 0.17 12.04+0.57

−0.65 12.04±0.17 5.0
mx65_xgxFhDh 12.10 ± 0.17 12.03+0.41

−0.58 12.03±0.15 4.1
mx100_xgxFhDh 12.08 ± 0.17 11.98+0.45

−0.60 11.98±0.15 4.4
mx500_xgxFhDh 13.12 ± 0.17 13.33+2.51

−1.63 13.41±0.59 15.8
mx1000_xgxFhDh 13.76 ± 0.18 14.41+4.41

−3.91 14.50±1.57 30.2
mx1_xdxhDh 0.68 ± 0.04 0.72+0.15

−0.14 0.72±0.03 20.9
mx65_xdxhDh 3.04 ± 0.08 3.12+0.49

−0.44 3.12±0.11 15.3
mx100_xdxhDh 4.10 ± 0.09 4.19+0.61

−0.52 4.19±0.13 13.7
mx500_xdxhDh 8.63 ± 0.15 8.38+0.25

−0.27 8.38±0.07 3.0
mx1000_xdxhDh 8.58 ± 0.14 8.33+1.30

−0.57 8.40±0.44 10.9
mx1_xxhhg5 2.48 ± 0.07 2.68+0.52

−0.52 2.68±0.11 20.9
mx65_xxhhg5 2.79 ± 0.08 2.99+0.56

−0.54 2.99±0.12 19.7
mx100_xxhhg5 4.48 ± 0.10 4.67+0.64

−0.65 4.67±0.14 14.4
mx500_xxhhg5 8.00 ± 0.13 8.07+0.21

−0.20 8.06±0.07 2.6
mx1000_xxhhg5 8.10 ± 0.13 8.18+0.63

−0.28 8.24±0.44 6.2
mx1_xxhh 2.21 ± 0.07 2.39+0.45

−0.45 2.38±0.10 20.4
mx65_xxhh 2.62 ± 0.07 2.82+0.50

−0.52 2.82±0.11 19.5
mx100_xxhh 3.82 ± 0.09 4.02+0.58

−0.61 4.02±0.12 15.5
mx500_xxhh 8.01 ± 0.13 8.06+0.14

−0.18 8.05±0.04 2.0
mx1000_xxhh 8.02 ± 0.13 8.10+0.57

−0.27 8.14±0.34 5.4
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Table 7.2 PDF uncertainty calculated in terms of acceptance for signal samples after Emiss
T > 400 GeV

cut.

CTEQ6L1 (%) MSTW2008LO (%) NNPDF2.1 (%) total uncertainty (%)
mx1_xgxFhDh 10.63 ± 0.15 10.48+0.51

−0.57 10.48±0.14 5.1
mx65_xgxFhDh 10.62 ± 0.15 10.50+0.37

−0.54 10.50±0.14 4.3
mx100_xgxFhDh 10.63 ± 0.15 10.50+0.52

−0.70 10.50±0.18 5.7
mx500_xgxFhDh 11.93 ± 0.16 12.06+2.00

−1.32 12.12±0.47 13.9
mx1000_xgxFhDh 12.63 ± 0.17 13.13+3.32

−3.00 13.27±1.35 25.0
mx1_xdxhDh 0.47 ± 0.03 0.49+0.12

−0.11 0.49±0.03 23.6
mx65_xdxhDh 2.32 ± 0.07 2.39+0.46

−0.40 2.39±0.10 18.5
mx100_xdxhDh 3.22 ± 0.08 3.31+0.60

−0.49 3.31±0.12 17.0
mx500_xdxhDh 7.59 ± 0.14 7.40+0.16

−0.16 7.40±0.05 2.4
mx1000_xdxhDh 7.85 ± 0.13 7.63+0.91

−0.43 7.67±0.29 8.5
mx1_xxhhg5 1.86 ± 0.06 2.03+0.45

−0.45 2.03±0.10 24.1
mx65_xxhhg5 2.11 ± 0.07 2.28+0.49

−0.48 2.27±0.10 23.0
mx100_xxhhg5 3.54 ± 0.09 3.72+0.62

−0.61 3.71±0.13 17.4
mx500_xxhhg5 7.12 ± 0.12 7.18+0.17

−0.20 7.17±0.05 2.6
mx1000_xxhhg5 7.43 ± 0.13 7.48+0.18

−0.17 7.49±0.17 2.4
mx1_xxhh 1.61 ± 0.06 1.75+0.39

−0.38 1.75±0.08 24.1
mx65_xxhh 1.98 ± 0.06 2.15+0.45

−0.45 2.15±0.10 22.8
mx100_xxhh 3.03 ± 0.08 3.20+0.55

−0.56 3.20±0.12 18.3
mx500_xxhh 7.13 ± 0.12 7.18+0.20

−0.21 7.17±0.04 2.8
mx1000_xxhh 7.34 ± 0.13 7.40+0.25

−0.19 7.41±0.18 3.0
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Fig. 7.1 Example of PDF systematic uncertainty calculation. The PDF variation shown here belongs to
signal sample mx1000_xdxhDh.

7.1.2 Cross section uncertainties

The MC signals samples are produced at leading order (LO). To take into account the uncertainty
due to the NLO corrections, an estimated value of 10% is assigned as the uncertainty. The
value is cited from the phenomenology study on the Emiss

T +jets search for DM [162]. A large
uncertainty of 20% is assumed to be associated with the W+jets background. The value is taken
from the recent ATLAS measurement of W+jets production with b-jets [163]. Given that the
mismodelling (18%) of the W+jets background observed in the CR is fully covered by this cross
section uncertainty, no additional systematic uncertainty is assigned to account for the impact
of correction on the W+jets normalisation. For tt̄ production, an uncertainty of 7% is cited from
the theoretical calculations [164], which is consistent with the ATLAS measurement of top
quark pair production [165]. However, a 10% non-closure between the data and MC events in
the top CR is observed. Consequently, the largest of them is taken as the systematic uncertainty
on the tt̄ production. The uncertainty on the simulated diboson background cross-section
increases from 20% for Emiss

T > 150 GeV to 30% for Emiss
T > 400 GeV [45]. For vector boson

plus Higgs boson production, an uncertainty of 3.1% on the cross-section is estimated from the
theoretical calculations [166] and is applied here.

7.2 Luminosity
The uncertainty on the integrated luminosity is ±2.8%. It is derived from a preliminary
calibration of the luminosity scale derived from the beam-separation scans performed in
November 2012, following the same methodology detailed in Reference [167]. If the assumed
luminosity varies, the amount of predicted signal or background events varies simultaneously
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while the shape of distributions are not affected. It is not only applied as a constant shift on the
overall normalisation of each simulated signal and backgrounds (W (→ ℓν)+jets, Z(→ ℓℓ)+jets,
tt̄ and single top) processes, but also propagated through the data-driven backgrounds (QCD
multijet and Z(→ νν)+jets) estimation during the background (non QCD multijet, non γ+jets)
subtraction process.

7.3 Detector related uncertainties
In this section the systematic uncertainties related to the detector modelling will be described.
These uncertainties affect the reconstruction of the physics objects (leptons, jets and Emiss

T ).
The detector related systematic uncertainties are evaluated by using a common procedure. Each
source of uncertainty is varied upward and downward by one standard deviation compared
to the nominal settings. The typical amount of variation for each systematic uncertainty
is described below. The effect of each systematic variation is then propagated through the
complete chain of analysis, including the event reconstruction, the correction and the selection.
The difference between the nominal result and the result with systematic variation is assigned
as the uncertainty. For one-sided uncertainties, as in the case of the jet energy resolution
uncertainty, the relative uncertainty on the final variable is symmetrized under the assumption
that the resulting variation is of the same size in both directions.

Notice that in order to enlarge the statistics of tt̄ background to allow meaningful systematic
studies, we relaxed the b-tagging requirement such that at least one b-tagged track jets are
required. To ensure that the kinematics of tt̄ events are not biased by this change, from a
sample of events passing the two track jet selection (see Table 5.1), we checked the ratio of
several kinematic distributions after 2 b-tag and ≥ 1 b-tag selection. As shown in Figure 7.2,
no noticeable bias in the distributions are observed.

7.3.1 Pile-up rescaling

As explained in Section 5.5.1 the pileup rescaling is applied to all the events with the nominal
value equals to 1.09. The uncertainty for this scale factor is 4%. It is calculated as the sum
in quadrature of the uncertainties in the cross-section (σ vis

inel and σinel) measurements, the
uncertainty in the extrapolation from 7 TeV to 8 TeV measurement, and the uncertainty in the
extrapolation of the scale factor to the inner detector acceptance.

7.3.2 Jet vertex fraction (JVF) uncertainty

The nominal JVF cut value is 0.5. It is varied by ±0.1 for the systematic evaluation. Because
the JVF cut is applied only to jets with pT <50 GeV and |η |<2.4, the size of the uncertainty
on the total background yield in the SR is expected to be small (< 1%).
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Fig. 7.2 The ratio of (a) the leading large-R jet pT, (b) leading large-R jet mass and (c) Emiss
T distributions

between 2 b-tag and ≥ 1 b-tag.
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7.3.3 Jets energy scale and resolution uncertainties

The evaluation and the correction of JES have been described in Appendix B.2. There is
an uncertainty associates to each correction step, as well as uncertainties due to different jet
response for different jet flavour (gluon, light-quark and b-jets). Each uncertainty is treated
independently of the others and fully correlated in pT and η bins. The quadratic sum of all the
uncertainty sources constitute the total JES uncertainty. Their values as a function of jet pT

and η are shown in Figure 7.3. The JES variations are performed simultaneously for all the
jets in an event to preserve the information about the correlations between the pT and η bins.
The Emiss

T is also recomputed by using the four momentum of the jets with pT varied by ±1σ .
Because the number of jets present in the selected events are small, a small sensitivity of the
measurement to variations of the JES is expected.

(a) (b)

Fig. 7.3 The total JES uncertainty as a function of (a) pT for central jets and (b) η for jets with pT = 40
GeV. The plots are adapted from Reference [129].

To assess the impact of the JER on the final result, a smearing factor and its associated
uncertainty is applied as a scale factor to the energy of all jets in the event, thus worsening the
jet energy resolution. The smearing factor is randomly sampled from a Gaussian distribution
centered at 1, with width

σ(p j
T,η) =

√
(σMC(p j

T,η)+∆σdata(p j
T,η))2 −σ2

MC(p j
T,η) (7.8)

where σ(p j
T,η) is the measured JER, and ∆σ(p j

T,η) is the corresponding uncertainty. The
difference between the nominal and smeared results is taken as the JER systematic uncertainty.
The effect on the final variable is then symmetrised to obtain the a symmetric error.
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7.3.4 Jets energy scale and mass scale uncertainties for large-R jet

As discussed in Section 4.7, JES for large-R jet is measured in-situ by comparing the jet energy
to that of a well calibrated reference object (photon and track jet) as shown in Equation 4.2.
This JES uncertainty is shown as a function of pT in Figure 7.4. Figure 7.5 shows the JMS
uncertainties for large-R jets in three different detector regions. The JMS uncertainties are
derived in different bins of pT, |η | and m/pT. It serves merely as an illustration of the magnitude
of the overall JMS uncertainty. The JES and JMS uncertainty are applied to every selected
large-R jet in an event in a fully correlated way. The Emiss

T is not recalculated for each JES
variation.

(a)

Fig. 7.4 The total JES uncertainty as a function of pT for large-R jets in the region with η = 0.8. These
numbers serve merely as an illustration of the magnitude of the overall JES uncertainty. The plot is
adapted from Reference [129].

7.3.5 Jet energy resolution and mass resolution uncertainties for large-R
jets

The impact of JER (JMR) uncertainty is obtained in this analysis by smearing the large-R jets
energy (mass) by a Gaussian such that the intrinsic resolution is increased by 20% [135, 150,
149]. The effect on the event yield in the SR is then symmetrised to obtain the a two-sided
error.

7.3.6 Uncertainties of the Emiss
T

The calculation of the Emiss
T has been discussed in Section 4.10. Due to the object based

approach, the uncertainties on the physics objects (jets, muons, electrons and photons) are
directly propagated into the calculation of Emiss

T . Apart from that, the additional uncertainties
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Figure 19: Jet mass scale (JMS) uncertainties for anti-kt R = 1.0 trimmed jets ( fcut = 0.05 and Rsub = 0.3
are the trimming parameters used and are defined in Ref. [40]) in di↵erent detector regions for two values
of m/pT: (a) m/pT = 0.2 and (b) m/pT = 0.6.

determination of these terms in data that is the subject of this section.
In Section 8.1 the jet energy resolution in Monte Carlo is discussed, followed by the determination

of the noise term in data in Section 8.2. The combination of the measurements of the noise term and
the vector boson plus jet and di-jet measurements, described in Ref. [18] and Ref. [17] respectively, is
described in Section 9. The uncertainty on the measurement of the jet energy resolution arising from the
various in-situ methods is propagated through the fit to the pT dependence of the jet energy resolution.

8.1 JER in Monte Carlo

The jet energy resolution is measured in Monte Carlo in the same way as the closure of the jet energy
response, by taking the ratio of the width, �R, to the mean value, R, of a gaussian fit to the jet energy
response distribution over ±1.5�, where � is the RMS of the gaussian fit. Figure 22 shows the resolution
in PYTHIA8 Monte Carlo with the full Geant4 simulation framework and with fast simulation. The
resolution is shown both with and without the global sequential correction which greatly improves the
resolution (decreasing the resolution of R = 0.4 EM+JES jets from 10% to 5% at 100 GeV), particularly
of jets built from EM-scale clusters. The resolution is shown as a function of both ptruth

T and |⌘det|. As
expected, the resolution improves quickly with increasing ptruth

T . It is also observed that the resolution
gets better towards more forward regions.

8.2 Determination of the Noise Term in Data

Noise, both from the calorimeter electronics and pile-up, forms a significant component of the JER at
low pT. Measuring this, how it a↵ects jets, and how quickly the resolution degrades with increasing
pile-up is important to understand the e↵ect of the JER on analyses. Fitting the resolution extracted from
the in-situ techniques, described in Section 9, with multiple components to determine this component is
di�cult (due to large uncertainties at low pT and the similarity in the shapes of the stochastic and noise
terms at intermediate pT) so alternative methods are used. Two methods are presented here to extract
the noise at the constituent scale (the scale of the input topo-clusters), in Section 8.2.1 and Section 8.2.2,
and these are translated into the e↵ect on the jet resolution in Section 8.2.3. Good agreement is found
between the methods and a closure test is performed on Monte Carlo in Section 8.2.4 leading to a final
value for the noise term in the jet energy resolution.
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Figure 19: Jet mass scale (JMS) uncertainties for anti-kt R = 1.0 trimmed jets ( fcut = 0.05 and Rsub = 0.3
are the trimming parameters used and are defined in Ref. [40]) in di↵erent detector regions for two values
of m/pT: (a) m/pT = 0.2 and (b) m/pT = 0.6.

determination of these terms in data that is the subject of this section.
In Section 8.1 the jet energy resolution in Monte Carlo is discussed, followed by the determination

of the noise term in data in Section 8.2. The combination of the measurements of the noise term and
the vector boson plus jet and di-jet measurements, described in Ref. [18] and Ref. [17] respectively, is
described in Section 9. The uncertainty on the measurement of the jet energy resolution arising from the
various in-situ methods is propagated through the fit to the pT dependence of the jet energy resolution.

8.1 JER in Monte Carlo

The jet energy resolution is measured in Monte Carlo in the same way as the closure of the jet energy
response, by taking the ratio of the width, �R, to the mean value, R, of a gaussian fit to the jet energy
response distribution over ±1.5�, where � is the RMS of the gaussian fit. Figure 22 shows the resolution
in PYTHIA8 Monte Carlo with the full Geant4 simulation framework and with fast simulation. The
resolution is shown both with and without the global sequential correction which greatly improves the
resolution (decreasing the resolution of R = 0.4 EM+JES jets from 10% to 5% at 100 GeV), particularly
of jets built from EM-scale clusters. The resolution is shown as a function of both ptruth

T and |⌘det|. As
expected, the resolution improves quickly with increasing ptruth

T . It is also observed that the resolution
gets better towards more forward regions.

8.2 Determination of the Noise Term in Data

Noise, both from the calorimeter electronics and pile-up, forms a significant component of the JER at
low pT. Measuring this, how it a↵ects jets, and how quickly the resolution degrades with increasing
pile-up is important to understand the e↵ect of the JER on analyses. Fitting the resolution extracted from
the in-situ techniques, described in Section 9, with multiple components to determine this component is
di�cult (due to large uncertainties at low pT and the similarity in the shapes of the stochastic and noise
terms at intermediate pT) so alternative methods are used. Two methods are presented here to extract
the noise at the constituent scale (the scale of the input topo-clusters), in Section 8.2.1 and Section 8.2.2,
and these are translated into the e↵ect on the jet resolution in Section 8.2.3. Good agreement is found
between the methods and a closure test is performed on Monte Carlo in Section 8.2.4 leading to a final
value for the noise term in the jet energy resolution.
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(b)

Fig. 7.5 JMS uncertainties for large-R jet in different detector regions for two values of m/pT: (a) m/pT=
0.2 and (b) m/pT= 0.6. The plots are taken from Reference [133].

on the soft term (calculated from calorimeter clusters which have not been associated with the
reconstructed object) have to be accounted for. They include the variations of the scale and
resolution of the soft term. The size of these uncertainties are negligible.

7.3.7 Flavor tagging uncertainties for track jet

The uncertainties on the b-tagging scale factor for c- (light-) flavour track jets range from
7.7%-15% (15%-31%) [168]. On the other hand, the uncertainties of the b-tagging efficiency
on b-flavor track jets with pT < 250 GeV is approximately 2.6%-7.5% depending on pT. Not
enough statistics is available for track jets with pT > 250 GeV in data to accurately determine
the scale factor uncertainties. Therefore, the extrapolation is needed. The extrapolation is
performed in MC sample by varying the inputs to b-tagging and the detector related parameters.
The variations observed with respect to the last track jet pT bin (100-250 GeV) are taken as the
extrapolation uncertainty of the variation. The final extrapolation uncertainties for high pT track
jet varies from 8.1%-22.5% [169]. The largest contributions to the systematic uncertainty on the
scale factors for b-flavor track jets come predominantly from the choice of the MC generator,
the difference in hadronization models, the modeling of initial and final state radiation and
as well as from the uncertainties on the track reconstruction efficiency. The final systematic
uncertainty due to the b-tagging is obtained by summing the contribution of each jet flavor in
quadrature.

7.3.8 Photon energy scale (PES) and resolution (PER) uncertainties

Photons are used in the estimation of Z(→ νν)+jets background during the construction of the
transfer function. To restore agreement of photon energy scales between the data and MC, a
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correction scale factor is applied. The correction has a set of systematic uncertainties which
include the uncertainties arising from the extrapolation of the energy scale of electrons to
that of photons, uncertainty on the presampler scale, uncertainty on the amount of material
upstream of the calorimeter. A full detail of the systematic uncertainty sources can be found in
Reference [119]. To assess the impact of the PES (PER) on the final event yield in the SRs, the
photon energy scale (resolution) is varied (smeared) by 1σ to get the systematics uncertainty.

7.3.9 Photon identification uncertainty

Similarly the uncertainty of photon isolation enter into our final result via only the Z(→
νν)+jets background. An overall conservative estimate of 4%, following the studies of the 8
TeV “Mono-photon" search (Ref. [170]) are used to estimate its impact on this analysis.

7.4 Background modelling uncertainties

7.4.1 Uncertainty for top pT reweighting

The differential cross sections of tt̄ production measured by the ATLAS experiment shows that
the transverse momentum of the top quark, ptop

T is mismodeled in POWHEG+PYTHIAMC [171].
As can be seen in Figure 7.6, there is a general trend of MC being harder in ptop

T above 200
GeV compared to all MC generators.
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FIG. 8. (Color online) Normalized differential cross-sections for the (a) transverse momentum of the hadronically decaying

top quark (pt
T), and the (b) mass (mtt̄), (c) transverse momentum (ptt̄

T) and the (d) absolute value of the rapidity (|ytt̄|) of
the tt̄ system. Generator predictions are shown as markers for Alpgen+Herwig (circles), MC@NLO+Herwig (squares),
Powheg+Herwig (triangles) and Powheg+Pythia (inverted triangles). The markers are offset within each bin to allow for
better visibility. The gray bands indicate the total uncertainty on the data in each bin. The lower part of each figure shows the
ratio of the generator predictions to data. For ptt̄

T the Powheg+Pythia marker cannot be seen in the last bin of the ratio plot
because it falls beyond the axis range. The cross-section in each bin is given as the integral of the differential cross-section over
the bin width, divided by the bin width. The calculation of the cross-sections in the last bins includes events falling outside of
the bin edges, and the normalization is done within the quoted bin width. The bin ranges along the horizontal axis (and not
the position of the markers) can be associated with the normalized differential cross-section values along the vertical axis.

Fig. 7.6 Normalised differential cross-sections for the transverse momentum of the top quark at parton
level. The markers are offset within each bin to allow for better visibility. The lower part of figure shows
the ratio of the generator predictions to data. The last bins includes events in the overflow bin. Figure
taken from Reference [172].
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To remedy this, the correction factors derived from the measurement are used to reweight
the tt̄ events as a function of the average pT of the top and anti-top quarks1 before parton
showering2. In order to take into account the kinematic difference between the measurement
and this analysis, half the correction is assigned as a systematic error.

Table 7.3 The correction factor for the ptop
T from the unfolding measurement [172]. The total uncertainties

from the measurement are also shown. These factor are used to reweight the tt̄ events.

ptop
T [GeV] 0-50 50-100 100-150 150-200 200-250 250-350 350-

Correction factor 1.051+0.088
−0.083 1.029+0.028

−0.026 0.999+0.038
−0.038 0.976+0.049

−0.054 0.915+0.057
−0.068 0.830+0.067

−0.073 0.753+0.116
−0.116

7.4.2 Z(νν)+jet background

As the transfer function is derived from Z(→ νν)+jets SHERPA MC sample divided by γ+jets
SHERPA MC sample, each of the experimental related systematics described previously in
Section 7.3 is propagated to the transfer functions. As the effects of the systematics tend to
cancel out in the dividing process, the systematics uncertainty due to the detector is small.
Reweighting is performed on γ+jet data, with other backgrounds (top, W+jets, diboson)
subtracted from MC. In this case, the experimental systematic variations is applied to the
MC samples used in the subtraction step as well. This means for each of the experimental
systematics, the uncertainty in Z(→ νν)+jets is anti-correlated from the rest of the background
processes.

To investigate the consistency of the transfer function for different selections, the ratio
of Z(→ νν)+jets over γ+jet Emiss

T distribution is constructed for each selection stage (c.f
Table 6.5 and Table 6.6) starting from the leading large-R jet pT cut. Three additional selection
stages involving the number of b-tagged track jets are also added. Various ratio distributions
are compared in Figure 7.7. The nominal transfer function is a fit from the ratio template
constructed at 2-track jet selection. The systematic uncertainty is assigned as the variation
when changing the event selection. In each Emiss

T bin, the largest (smallest) ratio from various
selection stages and its corresponding statistical uncertainty are chosen to construct the upper
bound (lower bound). The upper (lower) range of transfer function is obtained by fitting the
upper bound (lower bound) distribution. The resulting upper and lower bands are indicated
by the green band in Figure 7.7. The uncertainty of the transfer function determined from this
procedure is much larger than the statistical uncertainty of the fit parameters from the nominal
fitting. Hence, it is taken as an estimate of the uncertainty for Z(→ νν)+jets estimation.

1Reference [172] shows that there is a small difference depending on top or anti-top is used to make the
correction. Therefore the middle way where the average pT of the top and anti-top quarks is used.

2Ideally the best variable to correct should be the top momentum after the parton shower. However, PYTHIA
does not store the generator information after parton shower. Therefore we have to use the top momentum before
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Fig. 7.7 Transfer function NZνν̄+ jets/Nγ+ jets fitted with Equation 6.5. The green band is the one sigma
variation of the transfer function determined from the maximum variation of the ratio at different
selection stage. Different markers correspond to different event selection stage (see Table 5.1).

One thing worth noticing is that the transfer function and its systematic uncertainty are
derived for inclusive jet multiplicity. Reference [157] pointed out that the net effect of higher
jet multiplicity (> 1) is an overall downward shift in the Z/γ ratio. Bear in mind that although
we do not explicitly reject events with higher jet multiplicity, the fact that we are selecting a
back-to-back event topology means that most of the events in the SR will consist of 1 large-R jet
events (such that the Emiss

T is balanced by the single large-R jet). In other words, the systematic
uncertainty associated with the transfer function as derived above should in principle include
the uncertainty due to higher jet multiplicity. A check is performed to validate this claim as
follows.

First the Z(→ νν)+jets and γ+jets templates are selected using the same criteria as listed
in Table 6.6 and Table 6.5, respectively. However, each template is further divided in to different
categories with different jet multiplicities, i.e 0 jet, 1 jet and ≥ 2 jets. Here the extra jets are
defined as those jets that do not overlap with the leading large-R jet, or, in other words, jets
with ∆R(large−R jet, jet) > 1.0. These templates and the transfer functions are shown in
Figure 7.8a-7.8c. An obvious difference exists in the lower tail between the template of each jet
multiplicity. As anticipated, for template with 0 extra jet the Emiss

T template has a peak around
350 GeV to balance the large-R jet pT. Going to higher extra jet multiplicities (1 or ≥ 2 jets),
the Emiss

T is diluted as the extra jet share the balancing of the large-R jet pT. Having obtained
the transfer functions for each category, we then compared them with the estimated systematics
uncertainty. This is illustrated in Figure 7.8d. The nominal transfer function which is derived

the parton shower. Studies performed in Reference [172] has shown that the effect to reweight the events based on
top pT before or after the parton shower by using different shower generator is within 2%.
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Systematics Uncertainties

at inclusive jet multiplicity is also shown. As expected, the transfer function shifted down as
jet multiplicity increases. However, the variation is still fully covered by the uncertainty band.
Hence, we concluded that no additional uncertainty is necessary to be assigned for the variation
induce by different jet multiplicity in the event.
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Fig. 7.8 Emiss
T distribution of Z(→ νν)+jets and γ+jets for different jet multiplicities: (a) 0 jet, (b) 1 jet

and (c) at least 2 jets. These extra jet is defined as jets that gives ∆R(large−R jet, jet)> 1.0. In (d) the
transfer function for different jet multiplicities are compared. The nominal transfer function derived
from inclusive jets events are also shown.
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7.4.3 Multi-jet background

As shown in Section 6.4, the predicted yield is larger than the observed yield by 23%-31%.
Hence systematic uncertainty of 31% is assigned to account for the pathological bias of the
ABCD method. This is the largest contribution to the QCD multijet background uncertainty.
The other detector related uncertainties are negligible in comparison. Notice that because the
estimated number of QCD multijet event in the SR is essentially zero, the uncertainty on this
background is negligible. Thus it will not be included in the summary table.

7.5 Summary of the systematic uncertainty in the SR
We summarise the influence of each systematic uncertainty source on the yield of one represen-
tative signal sample and each background in the SR in Table 7.4. By all means the discussion in
the following paragraphs is equally applicable to the SR with Emiss

T > 400 GeV. Only systematic
uncertainty sources that have more than 1% effect on the total background yield in the SRs
are shown. For a more comprehensive breakdown of the contribution of each systematics
uncertainty source for all signals and backgrounds in the SRs, refer to Appendix F.

At first glance, the dominant sources of experimental systematic uncertainties on the
background (approximately the same for signal) are due to the b-tagging, JES and JER for
large-R jets, pile-up rescaling as well as the uncertainty due to Z(→ νν) transfer function. The
rest of the experimental systematic uncertainties yield minimal impact. All the experimental
uncertainties are treated as fully correlated for the diboson, tt̄, W+jets and V H backgrounds and
anti-correlated for Z(→ νν)+jets (as the other MC backgrounds are subtracted from the γ+jets
data). While the relative uncertainty of each individual background (i.e diboson, tt̄, W+jets
and V H) is large1, the effect on the total background yield in the SRs are very small as each
background only constitutes less than around 10% of the total background. Conversely, the
cancelation of most systematic uncertainties in the γ+jets to Z(→ νν)+jets transfer function
plus the high purity of γ+jets data template lead to minimal susceptibility of Z(→ νν)+jets
estimate to the systematic variations. However, since Z(→ νν)+jets background constitutes
a large proportion (>60%) of the total background, its contribution to the uncertainty on
the total background is the largest. The cross-section and the PDF uncertainties are treated
as uncorrelated among the background processes. To sum up the various contributions, the
uncorrelated uncertainties from each background process are added in quadrature. Large-R
JES (Large-R JER) and JES (JER) are considered uncorrelated. Overall, the total systematic
uncertainties on the total background (signal) yield in the SR is around 14% (20%).

1Validation for the relatively huge JMS (JES) uncertainty for the large-R jets for diboson (W+jets) is given in
Appendix F.3.
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7.5 Summary of the systematic uncertainty in the SR

Table 7.4 Percent impact of the systematics uncertainties on the signal yield (mx1000_xdxhDh) and
background yield in the signal region with Emiss

T > 300 GeV .

Systematic source Variation
∆i = ∆Ni/Ni ∆total = ∆Ntotal

Ntotal = ∑i
∆Ni

Ntotal

mx1000_xdxhDh Diboson W+jets tt̄ SM Higgs Zνν Total Bkg.

b-tagging
up 12.5 22.4 27.4 9.0 11.2 1.9 6.5

down -11.8 10.3 10.4 4.9 10.0 0.5 3.5

JES of the large-R jets
up 2.5 13.2 36.1 6.8 11.7 -0.4 8.2

down -2.1 -9.9 -6.1 -10.7 -11.4 1.1 -1.9

JER of the large-R jets 0.1 2.8 14.4 -2.8 -2.4 1.0 4.3

JMR of the large-R jets -0.7 5.1 8.6 -3.9 -0.8 -0.2 -1.0

JER -0.5 1.3 1.2 -0.5 -1.1 0.1 -1.7

Pile-up rescaling
up -0.4 1.7 11.8 -1.6 2.4 -4.4 -1.6

down -0.2 1.8 4.9 -0.6 1.6 -4.7 -2.4

Photon ID - - - - - 4.0 2.5

top pT correction
up - - - 15.5 - - 1.1

down - - - -15.5 - - -1.1

Z → νν transfer function
up - - - - - 5.1 3.2

down - - - - - -12.0 -7.5

Cross section 10.0 26.0 20.0 7.0 3.1 11.0 7.4

PDF 10.9 5.9 5.0 6.0 2.5 - 1.8

Total Sys.,
√

∆2
i up 20.0 53.8 54.4 27.1 18.9 13.9 14.4

down 18.9 48.7 29.9 24.5 17.1 17.7 12.8
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Chapter 8

Results

To avoid any experimentalist bias we perform a blind analysis by masking the data in the SRs.
Up to this stage all the selection criteria and the whole analysis chain have been fixed. As we
have seen in Section 6, the good agreement between the data and the expectation is obtained
in various CRs and VRs. Furthermore the possible systematic uncertainties have also been
estimated. In this section the events in the SR are unblinded to get the final result. The numbers
of observed data and estimated background events in the SR are presented in Section 8.1. The
kinematic distributions in the SR will also be shown. The statistical interpretation of the results
is discussed from Section 8.2 to Section 8.2.2.

8.1 Event yield in the SRs
Table 8.1 shows the summary of the number of observed events in data together with the
predicted yield for individual background and their associated total uncertainties in the SRs.
For SR with Emiss

T > 300 GeV (Emiss
T > 400 GeV), 20 (9) events are observed in the data

compared to the total background expectation of 11±2.3 (7.7±1.7) events. Some kinematic
distributions in the SRs are illustrated in Figures 8.1-8.2. Two representative signal models
are superimposed in the plots. Their production cross sections are scaled to 10 fb to aid in
comparison.

From the Emiss
T distribution we see that the excess exist in the lower Emiss

T region closer
to the cut value where most of the backgrounds are. Furthermore, if the excess does come
from the signal, the excess should be observed as a peak structure in leading large-R jet mass
distribution. The fact that it is not means the excess events are not signal-like. Further statistical
quantification of the results are discussed in the following sections.

Upon a closer examination of the Emiss
T or large-R jet pT distribution in Figure 8.1a or

Figure 8.1b, we find that there is a sharp cutoff of Z(→ νν)+jets estimate at Emiss
T (pT)> 550

GeV. This cutoff is due to the lack of γ+jets events in data with Emiss
T (pT)> 550 GeV, as shown

in Figure 8.3. One may argue that this lack of γ+jets events in data contradicts the motivation
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of using γ+jets to estimate Z(→ νν)+jets background in the first place. Under such condition,
the statistical uncertainty of this data-driven estimation is large, causing this estimation method
to be less reliable than we previously claim. In fact, the estimation Z(→ νν)+jets background
completely based on MC does not suffer from this problem, as can be seen in Figure 8.4. In
comparison to the data-driven estimate (Figure 8.1a), the agreement between the data and MC is
slightly better. Moreover, there is no cutoff at Emiss

T > 550 GeV. In addition, by comparing the
total Z(→ νν)+jets background yield based on data-driven and MC in the SR with Emiss

T > 300
GeV, which is 7.0±1.6 (stat.) and 7.25±0.42 (stat.) respectively, we see that the statistical
uncertainty of the latter method is smaller.

However, one must not forget that the trade off of background estimation fully based on
MC is the large systematic uncertainties. This fact is evident as shown in Table 8.2. All the
uncertainties for MC based estimate are larger than the one based on data-driven method, in
particular the uncertainty on b-tagging efficiency. The total systematic uncertainty on the
background yield in the SR based on MC is 3.5 times larger than the data-driven based estimate.
Base on this fact, we have concluded that the choice of using data-driven Z(→ νν)+jets
estimation is appropriate.

Table 8.1 Event yield of each background and the observed event in data for the final SRs. The
uncertainties include both the statistical and the systematic errors.

Emiss
T [GeV]

Background > 300 > 400
Z(→ νν)+jets 7.00±2.0 5.2±1.6
QCD multi-jet < 0.0±0.04 < 0.0±0.04
Top 0.8±0.5 0.6±0.4
W(ℓν)+jets 1.4±0.7 0.8±0.4
Diboson 0.9±0.5 0.6±0.3
(W/Z)H 1.0±0.2 0.6±0.1
Total bkg. 11.2±2.3 7.7±1.7
Data 20 9
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Fig. 8.1 Kinematic distributions in the signal region with Emiss
T > 300 GeV . Two superimposed signal

samples’ cross sections are scaled to 10 fb for comparison purpose. (a) Emiss
T (b) leading large-R jet pT ,

(c) leading large-R jet mass, (d) large-R jet multiplicity, (e) the number of associated track jet and (f) the
number of associated b-tagged track jet.
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Fig. 8.2 Kinematic distributions in the signal region with Emiss
T > 400 GeV . Two superimposed signal

samples’ cross sections are scaled to 10 fb for comparison purpose. (a) Emiss
T (b) leading large-R jet pT ,

(c) leading large-R jet mass, (d) large-R jet multiplicity, (e) the number of associated track jet and (f) the
number of associated b-tagged track jet.
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Fig. 8.4 Emiss
T distribution in the SR. The Z(→ νν)+jets background events are estimated fully based

on MC simulation. The hash band include both the statistical and systematics uncertainties.

8.2 Statistical interpretation
With the acquired set of predictions, observations, and systematic variations in the SRs, the
next logical step is to perform hypothesis testing. Frequentist approach is used in all of the
hypothesis tests discussed below. For our purpose of searching for a new signal process (DM),
we define two hypotheses. First is the null hypothesis (also referred to as the background-only
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Table 8.2 The comparison of major systematic uncertainties (%) on the yield of Z(→ νν)+jets back-
ground in the SR with Emiss

T > 300 GeV for data-driven based (left) and MC based (right) method.

Z(→ νν)+ jetsdata Z(→ νν)+ jetsMC

b-taging 1.9 44.9
large-R jet JES -0.4 14.7
large-R jet JER 1.0 2.8
large-R jet JMS 0.6 -3.3
large-R jet JMR -0.2 1.0
Photon energy scale -0.4 -
Photon energy resolution -0.4 -
Photon ID 4.0 -
Z(→ νν̄)+jets transfer function 5.1 -
Total systematic uncert. 13.9 48.8

hypothesis), H0, which assumes that only SM processes contribute to the measurements, here
designated as backgrounds. Next we have the alternative hypothesis (also referred to as the
signal-plus-background hypothesis), H1, which includes both backgrounds as well as the signal.
In the following sub-sections, depending on the statement we wish to test, the role of null and
alternative hypotheses may get switched. The parameter of interest used in these hypothesis
tests is the signal strength parameter, µ . It is defined as the ratio of the expected cross-section
according to the assumed theory and the actual observed cross-section. µ = 0 corresponds to
the background only hypothesis, while µ = 1 reproduces the assumed signal hypothesis.

Having defined the hypotheses, the next step is to define a test statistic designed to dis-
criminate signal-like events from backgrounds. The most common test statistic that is used
in the LHC is the profile likelihood ratio. More specifically, we employ a binned likelihood
function, L(µ,θi) parameterised by the signal strength parameter, µ and a set of nuisance
parameters (such as the shape of the distributions, the total background rate, reconstruction
efficiencies, systematic uncertainties and so on), collectively denoted as θ j( j = 1, ...K). Given
a data outcome, the likelihood function can be constructed as the product of Poisson probability
terms associated to the ith bin of the histogram1. Since we are performing a single bin counting
analysis, L is expressed as:

L(data,θ 0 | µ,s,b,θ) =
(µs+b)ne−(µs+b)

n!
× ∏

j∈syst
G(θ 0

j ,θ j) (8.1)

where n is the number of events in the SR, s and b are and the number of expected signal and
background events in the same SR, respectively. Systematic uncertainties are described in

1We consider each bin content, ni as a random variable that are independent of each other and have poissonian
distributions. The total number of events is not fixed and fluctuates between one experiment and another.
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8.2 Statistical interpretation

terms of the nuisance parameters, as encoded in the second Gaussian term, G(θ 0
j ,θ j) where θ 0

j
are the central values of the auxiliary measurements around which θ j can be varied.

With the definition of the likelihood, we can write down the test statistic as [173]

q̃µ =


−2ln

(
L(µ, ˆ̂

θ(µ))

L(0, ˆ̂
θ(0))

)
µ̂ < 0

−2ln
(

L(µ, ˆ̂
θ(µ))

L(µ̂, θ̂)

)
µ̂ ≥ 0

(8.2)

where µ̂ and θ̂ are the maximum likelihood estimator of both the µ and θ while ˆ̂
θ(µ) is

the maximum likelihood estimator of θ when µ is fixed at a particular value. L(µ̂, θ̂) is
the maximised (unconditional) likelihood function whereas L(µ, ˆ̂

θ(µ)) is the maximised
(conditional) likelihood function for a particular fixed value of µ . L(0, ˆ̂

θ(0)) is the conditional
likelihood for the value of µ = 0. The constraint µ̂ ≥ 0 is dictated by the assumption that
the presence of a new signal can only increase the event rate beyond what is expected from
background alone (i.e µ ≥ 0). Under such assumption, if any dataset gives a result with µ̂ < 0,
then the best level of agreement between the data and any physical value of µ occurs for µ = 0
(hence the L(0, ˆ̂

θ(0)) in the denominator for µ̂ < 0).
In order to perform hypothesis tests, we need the sampling distribution for the test statistic.

Two approaches are considered: the toy MC method and the asymptotic approximation1.
In the case of the toy MC generation, the distribution can be obtained by generating pseudo
experiments that randomise the number of observed events and the central values of the auxiliary
measurements. Ideally one should scan µ and nuisance parameters to generate a sufficient
number of pseudo experiments for each set of auxiliary measurement (as the true values of
the auxiliary measurement are unknown). However, this procedure becomes impractical when
there are too many auxiliary measurements (in our case, 15 in total) to consider. Instead
a technique called profile maximisation in which the nuisance parameters are “profiled" on
the observed data. We first obtained the maximum estimator of the nuisance parameters by
maximum likelihood fitting based on the observed data and the hypothesised value of µ . Their
values are then used to set the true value of the auxiliary measurements. By doing this, pseudo
experiments that are expected to maximise the p-value over the auxiliary measurements can be
generated.

The asymptotic approximation works instead by approximating Equation 8.2 numerically 2.
By using the Wilks [174] and Wald [175] theorems, it has been shown in Reference [173] that
in the large sample limit the likelihood ratio, q̃µ is independent of the values of the nuisance
parameters such that it is asymptotically distributed following a χ2

s probability distribution

1Whenever practical, the toy MC is used but the test result is confirmed using the asymptotic calculation and
vice versa.

2Besides the possibility to eliminate the nuisance parameters by profiling the pd f , the key reason for choosing
the test statistics based on the profile likelihood ratio is that it can be asymptotically approximated.

137



Results

functions (pd f ). The degrees of freedom s are equal to the difference between the number of
maximisation parameters at denominator and numerator. The asymptotic approximation holds
reasonably well for cases with O(10) events [176].

8.2.1 Discovery hypothesis test

Given that we observe a small excess in the SR with Emiss
T > 300 GeV, we need to evaluate

statistically how significant the observed events in the SRs deviates from the SM background
only hypothesis. The level of agreement is quantified by computing the background only
p-value, which is defined as

p0 =
∫

∞

qobs
0

f (q0)dq0 (8.3)

where qobs
0 is the value of q0 obtained using the observed data and f (q0) is the pd f of the test

statistics assuming µ = 0. The test statistic used is a one-sided profile likelihood ratio [177,
173]:

q0 =

−2ln
(

L(0, ˆ̂
θ0)

L(µ̂,θ̂)

)
µ̂ ≥ 0

0 µ̂ < 0
(8.4)

In order to obtain p0, 3000 pseudo-experiments are generated with the background only
model. The distribution of the test statistic, q0, is built up from the values of the generated
pseudo-experiments. For our SRs with Emiss

T > 300 GeV and Emiss
T > 400 GeV, the correspond-

ing p0 values is 0.03 and 0.37, consistent with the null hypothesis.

8.2.2 Exclusion limit

Since no statistically significant deviation from the background model hypothesis is observed,
we proceed to set the exclusion limit. Two exclusion limits are calculated: the cross section
limits for DM production and the model independent limit (or the BSM visible cross section
limit). An upper limit is determined by performing inversion of the hypothesis test. The general
idea is that we repeatedly run hypothesis tests with varying values of the signal strength until
the corresponding p-value (of the background only or signal+background hypothesis) drops
below a certain threshold (in our case 0.05, for the typical 95% confidence level).

To calculate the p-value for limit setting we follow the “CLs” methods, in which a signal
model is regarded as excluded if one finds [177, 173]:

CLs ≡
ps+b

1− pb
< 0.05 (8.5)
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where ps+b is defined as the probability of the signal+background model to produce data with
a value of qµ equal or lesser compatibility than that observed, i.e,

ps+b = Ps+b(q̃µ ≥ q̃obs
µ | s+b) =

∫ inf

q̃obs
µ

f (q̃µ | s+b)dq̃µ (8.6)

whereas pb is defined as the probability of the background only model to produce data with the
same or more compatibility with the signal+background model as that observed, i.e,

pb = Pb(q̃µ ≤ q̃obs
µ | b) =

∫ q̃obs
µ

− inf
f (q̃µ | b)dq̃µ (8.7)

The test statistic used to determine ps+b and pb is also a one-sided profile likelihood ratio
defined as [177, 173]:

q̃µ =


−2ln

(
L(µ, ˆ̂

θ(µ))

L(0, ˆ̂
θ(0))

)
µ̂ < 0

−2ln
(

L(µ, ˆ̂
θ(µ))

L(µ̂,θ̂)

)
0 ≤ µ̂ ≤ µ

0 µ̂ > µ

(8.8)

The µ̂ is constrained to be greater than or equal to zero as explained before. The constraint
µ̂ ≤ µ implies that we do not consider the upward fluctuations of the data (µ̂ > µ) as the
evidence against the signal+background hypothesis. It is imposed to ensure a one-sided
confidence interval.

Limits for DM production

The first type of limit we want to compute is the model-specific cross sections upper limit. It
must be calculated for each signal sample considered in this study. For a 95% CL upper limit
the value of the signal strength needs to be evaluated for which the CLs value falls below 5%.
This is done for the data point in the case of the observed limit, for the median value of the
background-only distribution in the case of the expected limit and for the points which contain
68% or 95% of the background-only distribution in the case of the ±1 and ±2σ bands on the
expected limits.

The obtained upper limit on the signal strength, µlim can then easily be transformed into an
upper limit on the excluded cross section of the signal model via the relation

σlim(95% C.L.) = µlimσ0 (8.9)

where σ0 is the production cross section for the generated signal samples based on some specific
model. Table 8.3 and Table 8.4 show the expected and observed 95% CL cross-section upper
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Table 8.3 Expected cross section limits for EFT models in the SRs with Emiss
T > 300GeV and Emiss

T >
400GeV. The expected upper limit is the upper limit one would theoretically observe assuming the
hypothetical cross section (hence the number of signal events) is true. The smallest cross section limits
for each model are highlighted in red.

Model mχ [GeV] Emiss
T > 300GeV σlim [fb] Emiss

T > 400GeV σlim [fb]
xxhh 1 19.7+9.8

−5.3 25.3+9.1
−5.8

xxhh 65 17.2+7.5
−4.3 18.7+9.7

−4.5
xxhh 100 12.2+5.4

−2.9 13.1+5.6
−3.5

xxhh 500 7.1+2.2
−2.2 5.9+3.2

−1.1
xxhh 1000 7.2+2.3

−2.3 5.5+3.5
−0.7

xxhhg5 1 18.1+9.4
−4.6 19.6+9.4

−5.2
xxhhg5 65 14.9+8.8

−3.1 17.1+9.9
−3.7

xxhhg5 100 10.0+5.0
−1.3 10.8+4.7

−1.8
xxhhg5 500 6.7+2.7

−1.8 5.9+3.2
−1.1

xxhhg5 1000 6.9+2.4
−2.0 6.1+2.8

−1.3
xdxhDh 1 63.3+34.1

−15.6 74.6+43.4
−21.4

xdxhDh 65 14.5+7.9
−4.5 17.0+7.0

−3.0
xdxhDh 100 10.6+5.4

−1.4 11.9+6.2
−2.6

xdxhDh 500 8.3+1.5
−3.3 7.8+2.0

−2.8
xdxhDh 1000 6.0+3.0

−1.2 5.0+3.8
−0.2

xgxFhDh 1 3.7+1.5
−1.1 3.5+1.8

−1.0
xgxFhDh 65 3.7+1.3

−1.1 3.5+1.7
−0.7

xgxFhDh 100 3.9+1.8
−1.4 3.5+1.8

−0.9
xgxFhDh 500 3.4+1.5

−1.1 3.2+1.6
−0.7

xgxFhDh 1000 3.2+1.6
−1.0 2.9+1.6

−0.8

limits, respectively, for each of the EFT model in both the SRs. The Emiss
T cut with the best

expected medium limit in each parameter space of the models is highlighted in red.
Table 8.5 summarises the best 95% CL model dependent cross-section limits for each EFT

operator and the corresponding Emiss
T value. These limits, and their theoretical interpretation,

are discussed in Section 8.3.

Model independent upper limit

The second limit we compute is the limit on the BSM visible cross section, σvis, defined as

σvis = σBSM × ε (8.10)
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8.2 Statistical interpretation

Table 8.4 Observed cross-section limits for EFT operator and for each DM mass point in the SRs with
Emiss

T > 300GeV and Emiss
T > 400GeV. The results highlighted in red are the values associated to the

best expected limit in Table 8.3.

Model mχ [GeV] Emiss
T > 300GeV σlim [fb] Emiss

T > 400GeV σlim [fb]
xxhh 1 44.8 30.3
xxhh 65 37.1 26.4
xxhh 100 25.1 17.2
xxhh 500 13.6 8.6
xxhh 1000 13.7 8.5
xxhhg5 1 39.2 25.5
xxhhg5 65 34.6 24.0
xxhhg5 100 22.1 14.5
xxhhg5 500 13.5 8.6
xxhhg5 1000 13.6 8.4
xdxhDh 1 144.3 111.2
xdxhDh 65 32.3 21.1
xdxhDh 100 25.0 15.0
xdxhDh 500 14.8 9.4
xdxhDh 1000 12.5 8.2
xgxFhDh 1 8.1 4.8
xgxFhDh 65 8.2 4.7
xgxFhDh 100 8.2 4.6
xgxFhDh 500 7.6 4.3
xgxFhDh 1000 7.4 4.1
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Table 8.5 The best expected cross-section upper limits and their corresponding observed cross-section
limit as well as sliding Emiss

T signal region for each EFT operator and for each DM mass point.

σ95%
BSM [fb]

Model mχ [ GeV] Emiss
T cut [GeV] Expected Observed

xxhh 1 > 300 19.7 44.8
xxhh 65 > 300 17.2 37.1
xxhh 100 > 300 12.2 25.1
xxhh 500 > 400 5.9 8.6
xxhh 1000 > 400 5.5 8.5
xxhhg5 1 > 300 18.1 39.2
xxhhg5 65 > 300 14.9 34.6
xxhhg5 100 > 300 10.0 22.1
xxhhg5 500 > 400 5.9 8.6
xxhhg5 1000 > 400 6.1 8.4
xdxhDh 1 > 300 63.3 144.3
xdxhDh 65 > 300 14.5 32.3
xdxhDh 100 > 300 10.6 25.0
xdxhDh 500 > 400 7.8 9.4
xdxhDh 1000 > 400 5.0 8.2
xgxFhDh 1 > 400 3.5 4.8
xgxFhDh 65 > 400 3.5 4.7
xgxFhDh 100 > 400 3.5 4.6
xgxFhDh 500 > 400 3.2 4.3
xgxFhDh 1000 > 400 2.9 4.1
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8.2 Statistical interpretation

Table 8.6 Visible (model-independent) cross-section upper limits. Left to right: SR sliding Emiss
T cut,

number of observed events, number of expected background events, 95% CL upper limits on the
visible cross section (⟨εσ⟩95

obs) and the number of non-SM events (NBSM
95
obs). The sixth column(NBSM

95
exp)

shows the 95% CL upper limit on the number of non-SM events, given the expected number (and
±1σ excursions on the expectation) of background events. The last column shows the p-value for
background-only hypothesis (p(s = 0)).

Emiss
T cut Nobs Nbkgd ⟨εσ⟩95

obs[fb] NBSM
95
obs NBSM

95
exp p(s = 0)

> 300 GeV 20 11.2 0.90 18.4 10.1+4.1
−3.2 0.03

> 400 GeV 9 7.7 0.45 9.1 7.8+3.4
−2.3 0.37

where σBSM is the production cross section of some new physics, and ε is the selection efficiency
(including reconstruction efficiency and the detector acceptance). There is no signal model
considered here, so this result only depends on the SM background modelling.

For each Emiss
T cut in the final signal selection, the expected background, including its

statistical and systematic uncertainties, is fit to the number of observed events.The number of
signal events in the signal region is added as a parameter to the fit. The 95% CL upper limits
on the visible cross-section, the number of observed and expected non-SM events, as well as
the p-value for background-only hypothesis are given in Table 8.6.
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8.3 Signal interpretations for EFT’s models

For each of our MC signal sample with the coupling constant, λ0 (or the mass scale, Λ0) and
the cross section, σ0, the limit on the coupling constant (or mass scale) can be calculated as

λlim = λ0

(
σlim

σ0

) 1
n

(8.11)

where the power n is determined by the structure of the Lagrangian of each EFT operator. Their
values are listed in Table 8.7. The 95% C.L. limits on the coupling parameter or the mass
scale for the four classes of EFT operators are shown in Fig. 8.5. The limits set by the ATLAS
search in the DM+Higgs(→ γγ) [51] are also shown. In comparison to the results obtained by
DM+Higgs(→ γγ) analysis, our limits are a few times stronger for all four operators. Other
important constraints such as invisible h or Z decays, as well as the perturbativity requirements
are also included. The bound of invisible Higgs decay are highly constraining. For mχ < mh/2,
mono-Higgs signal can only be observed if LHC sensitivities can be improved by several order
of magnitudes. As a comparison, the recent bounds on the spin-independent direct detection
cross section from LUX [178] are mapped onto the same parameter space for both the operators
xxhh (Figure 8.5a) and xdxhDh (Figure 8.5c). While the LUX bounds are highly constraining
for these two operators, we must bear in mind that these direct detection constraints may be
avoided if DM is inelastic1 [179–181]. In this scenario, there exists an excited state χ∗ in
addition to the DM particle χ , with a mass splitting δ = mχ∗−mχ . If the mass splitting is of
the O(MeV) or more, elastic scattering off the nucleus, i.e χN → χN, is highly suppressed,
compared to the inelastic scattering, i.e χN → χ ∗N. This is because only those χ with
sufficient kinetic energy to be excited into the heavier state will scatter off nuclei. For the
xxhhg5 operator (Figure 8.5b), the SI cross section are suppressed by powers of the WIMP
velocity [52, 60], generically expected to be of order ∼ 10−3. This leads to a very weak
direct detection constraint. For dimension-8 operator xgxFhDh (Figure 8.5d) we see that it
is constrained neither by invisible decays nor direct detection. In the latter case, the weak
constraint is due to the fact that direct detection signal arises at one-loop order, which are
expected to be highly suppressed.

8.3.1 Validity of EFT model

As has been briefly discussed in Section 1.5 the EFT description is only justified when there
is a clear separation between the energy scale of the process to describe and the scale of the
underlying microscopic interactions. At the energy scales and coupling strengths accessible to
the LHC, we must check if the EFT approach is still valid to interpret our model dependent

1Inelastic dark matter (iDM) was originally proposed to reconcile the DAMA annual modulation observation
and null results from CDMS. It is just a simple extension of the standard WIMP model.
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Fig. 8.5 95% CL limits on the coupling parameter/mass scale for the four EFT models considered in this
study, shown as the black solid lines. Limits set by the ATLAS search in the mono-H γγ channel [51]
are shown as dark green contours. Where applicable, the truncated limits (refer to Section 8.3.1) for
events passing Qχχ < mV , assuming unit and maximal couplings are shown as dotted line with markers.
Magenta contours denote limits set by LUX [178] while orange (red) contours are exclusion limits from
invisible h (Z) decays.
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Table 8.7 The mono-Higgs cross section as a function of parameters of each operator and their domains
of validity for all operators considered. Outside the valid domain, the cross section must be calculated
explicitly using MadGraph. σ0 and Λ0 are defined in the text.

Short Name σhχχ̄(parameters) Valid Domain

xxhh

 σ0 ·
(

λ

λ0

)2
λ ≲ 1

σ0 ·
(

λ

λ0

)4
λ ≳ 1

λ < 4π ∩mχ < mh
2 → λ ≲ 0.016

xxhhg5

 σ0 ·
(

Λ

Λ0

)−2
λ ≲ 30GeV

σ0 ·
(

Λ

Λ0

)−4
Λ ≳ 30GeV

Λ > v
4π

∩mχ < mh
2 → Λ ≳ 10TeV

xdxhDh

 σ0 ·
(

Λ

Λ0

)−8
Λ ≲ 100GeV

σ0 ·
(

Λ

Λ0

)−4
Λ ≳ 100GeV

gZeff < 4π(Λ ≳ 30GeV)∩mχ < mZ
2 → Λ ≳ 400GeV

xgxFhDh σ0 ·
(

Λ

Λ0

)−8

limits, in particular those of the higher dimensional (>6) operators, i.e the xdxhDh and xgxFhDh
operators. To do this, first we need to clarify under what circumstances the EFT approach is
valid. Next we introduce some quantities to assess which of our MC signal events are in the
regime where EFT is valid. Those events that are not are simply removed. Then the model
dependent limit is recalculated using only the events satisfying the EFT validity condition.
More details are discussed in the following paragraphs.

To illustrate the range of validity of our EFT operators, let us consider a simple scenario
where the DM interact with the SM via a s−channel exchange of a heavy mediator with mass
Mmed . The procedure of integrating out the heavy mediator and retaining the operator of lowest
dimension can be viewed in terms of the expansion of the heavy particle propagator [63, 182]

g1g2

(Q2
tr −M2

med)
=− g1g2

M2
med

(
1+

Q2
tr

M2
med

+O

(
Q4

tr

M4
med

))
(8.12)

where Qtr is the momentum transfer of the process, g1 and g2 are the couplings of the propagator.
In the limit Q2

tr ≪ M2 the higher order terms can be reasonably dropped. The suppression scale
are connected with the heavy mediator via the relation Λ

√
g1g2 = Mmed . The mediator must

carry at least enough energy to produce a DM pair, therefore Qtr > mχχ . The validity condition
for the EFT then implies

Λ
√

g1g2 > Qtr > mχχ (8.13)

The details of the couplings are not known a priori. Here we investigate two possible cases [183,
184]:

1. g1 = g2 = 1 — the unit couplings, typical theory assumption of natural scale.
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8.3 Signal interpretations for EFT’s models

2. g1 = g2 = 4π — best case for colliders while remaining in the perturbative regime.

To ensure that our signal events are in the valid EFT regime, the events with mχχ > Λ
√

g1g2

are removed. We refer this step as “truncation”. The acceptance obtained using the remaining
events are thus called “truncation acceptance”. One example distribution of the truncation
acceptance for the case where g1 = g2 = 1 and for xgxFhDh operator are shown in Figure 8.6.
We also compare two other truncation acceptances, where the events are subjected to the same
signal selections (but the MC generated objects instead of the reconstructed objects are used to
define the selection variables). As expected, more events failed the validity test for larger DM
masses at any Λ

√
g1g2 values. We also see that for large DM masses, the truncation acceptance

is the same for inclusive events (only the mχχ < Λ
√

g1g2 cuts is applied) and events which
pass the signal selection. For smaller DM masses, the difference in truncation acceptances
becomes slightly larger.

We recalculate the limits on Λ for the xdxhDh and xgxFhDh operators after applying the
truncation with g1 and g2 equal to 1 or 4π . The results are summarised in Table 8.8. For all
DM masses of xdxhDh operator, no events pass the validity requirement when g1 = g2 = 1.
However when g1 = g2 = 4π , xdxhDh operator satisfies the validity requirement for two of the
DM masses. While for xgxFhDh operator, the validity requirement for the unit couplings and
the maximal perturbative couplings are satisfied for mχ = 1,65 GeV and mχ = 1,65,100,500
GeV respectively. We also note that the observed limit without truncation coincide with the
truncated limit with the maximal perturbative couplings. These “truncated” limits on the
suppresion scale, Λtrunc. are drawn as additional lines in the limit plots shown in Figure 8.5.

Table 8.8 The observed limits on Λ without truncation, Λ0, and truncated limits, Λtrunc., after applying
the truncation method to the xdxhDh and xgxFhDh operators.

xdxhDh
mχ [GeV] Λ0 [GeV] Λtrunc. [GeV], g1 = g2 = 1 Λtrunc. [GeV], g1 = g2 = 4π

65 91 - 91
100 88 - 88
500 64 - -
1000 38 - -

xgxFhDh
mχ [GeV] Λ0 [GeV] Λtrunc. [GeV], g1 = g2 = 1 Λtrunc. [GeV], g1 = g2 = 4π

1 274 204 274
65 271 156 271
100 268 - 268
500 220 - 219
1000 157 - -
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Chapter 9

Disccusion

While the analysis presented so far has yielded tangible and legitimate results, there are still
rooms for improvement to be made. This section will explore the issues on how to increase the
sensitivity (Section 9.1) and the constraint on the limit (Section 9.2) via advanced techniques.
While the case of validity of the EFT model in LHC energy scale has been justified for 8 TeV
data, the same may not be true for higher collision energy. Then in Section 9.3 we will discuss
the inevitable departure from the EFT model to give way to more acceptable representation, i.e.
the simplified model, at higher collision energy at the LHC.

9.1 Increase sensitivity via machine learning (ML) techniques
From Table 6.14 and Table 7.4 we know that the sensitivity of this analysis is limited by the
statistics. To increase the sensitivity of this search, the obvious solution is to find ways to
decrease the dominant background, Z(→ νν)+jets which constitute more than 60% of the
total background. We note that although our cut-based selection provides a simple yet robust
means to select our candidates events, further improvement can still be made. This is because
in most cases the individual cuts in each observable are not able to exploit possible correlations
among the different observables. Furthermore, a signal event will inevitably be misclassified as
background in a cut-based analysis even if it look background-like in only a single observable.
A multivariate classification approach (or ML), however, may correctly classify this type of
events by compensating this one background-like feature by exploiting all the other observables
that might look very signal-like.

Machine learning techniques have been widely used in high energy physics. Two popu-
lar methods based on traditional “shallow” architectures are Artificial Neural Network and
the Boosted Decision Tree. Their performance have been scrutinised and proven in many
cases [185–187] but here I propose to investigate the Artificial Neural Network with deep
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architecture1” [188]. Compared to their “shallow” counterpart, deep neural networks have
the potential to compute complex functions more efficiently than the shallow neural networks.
Historically, these networks were considered impractical, in part due to the vanishing gradient
problem [189–191] — the more layers you add, the harder it becomes to train. However, the
advances primarily in computing power and available training data have made these methods
significantly more feasible. Several phenomenological studies have benchmarked deep learning
performance for jet tagging [192, 193], as well as for the search of Higgs boson and super-
symmetric particles [194, 195] but none have yet to investigate boosted Higgs(→ bb̄) signal
topology. Hence, here I will explore the feasibility of using Deep Neural Network (DNN)2

to discriminate our signal against the Z(→ νν)+jets background. The DNN is built by using
TensorFlow [196] software library.

First, let us define the objectives we want to achieve through this study:

• to discriminate our “signal” jet, the large-R jet originating from Higgs(→ bb̄) against
“background’ jet that comes from the overwhelming QCD multi jet (e.g gluon→ bb̄).

• to compare the performance between the current cut-based selection with that of using
DNN.

• to quantify the improvement in signal selection efficiency and background rejection.

The mono-Higgs(→ bb̄) signal and Z(→ νν)+jets background MC samples described in
Section 3 are used for this study. Leading large-R jet is matched to truth b-hadron by requiring
∆R(J1,b-hadron)< 1.0 where the b-hadron direction is taken from the MC information. All
signal jets are required to have two matching b-hadrons whereas background jets are demanded
to be associated to either 0/1/2 b-hadrons. For training, all leading large-R jets are required to
have pT > 200 GeV. From a total of 505332 (3171982) signal (background) events, 65%, 30%
and 5% of the events are assigned as the training, testing and validation set, respectively.

The discriminant variables used as input to the DNN are large-R jet mass, large-R jet pT,
the number of track jets and the number of b-tagged track jets that are associated to the leading
large-R jet. The DNN is constructed from 8 hidden layers, containing 10, 20, 20, 10, 10, 10,
10, and 5 neurons, respectively. For this study, no tuning of the hyper-parameters (learning
rate, the number of hidden layers, the number of neurons in each layer e.t.c) is performed. The
gradient computations were made on mini-batches of size 128 by using Root Mean Square
Propagation algorithm (a generalisation of resilient back-propagation algorithm [197]). The
validation is performed every 1000 training steps. Early stopping (a form of regularisation used
to avoid over-fitting) is implemented. The training is stopped when the accuracy of the trained

1There is no universally agreed upon threshold of depth dividing shallow neural network from deep neural
network, but most researchers in the field agree that the latter has multiple nonlinear layers (> 2)

2The discussion of this section assumes prior knowledge on machine learning techniques. There is a wealth of
literature addressing the topic of DNN. Hence the detailed explanation of their architectures and working principle
will be omitted.
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model does not improve over a period of 10000 steps. As a comparison, another two shallow
2-layer NNs, one with 4 and 2 neurons in each layer and the second contains 10 and 5 neurons
in each layer are also constructed. The training procedure is similar to the training of DNN.
The output of each NN is a probability score (between 0 and 1) for each large-R jet. Value
closer to one means the large-R jet has higher probability to be of the signal jet that originating
from Higgs(→ bb̄) and vice versa. The distribution for signal and background jets is shown
in Figure 9.1. We see that there is a clear separation between signal and background jets. By
applying a cut on this probability score, a desire signal selection efficiency and background
rejection can be obtained.
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Fig. 9.1 Distribution of (a) 2-layer NN and (b) 8-layer DNN score for each large-R jet.

To compare the performance with our current cut-based analysis, test samples are con-
structed from those events subjected to the same signal event selection up to large-R jet
multiplicity (nJ ≥ 1) in Table 5.1. The total events after nJ ≥ 1 selection is assigned as the
denominator when assessing the selection efficiency. On the other hand, the numerator will
be the leftover events after the jet mass cut (cut-based method) and the DNN score cut (DNN
method). To visualise the performance of each NN, the background rejection (inverse of the
background efficiency) is plotted against the signal efficiency at each cut on probability score,
as shown in Figure 9.2. The selection efficiency for the cut-based method is plotted as a red star
in the same plot. The DNN performance surpasses that of the cut based method for all the DM
masses. However, the performance of the 2-layer NNs are not as good. Further optimisation of
the network architecture or parameters is needed.

The background rejection of each NN and the cut based analysis are compared by fixing
the signal efficiencies and background rejection to that of the cut-based method. The relative
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changes are tabulated in Table 9.1. From the second and forth column of Table 9.1, we learn that
the improvement as large as 24-36% (16-28%) in the background rejection (signal efficiency)
is achieved by using the 8-layer DNN.

Table 9.1 Signal selection efficiency and background rejection comparison for mono-H operator xgxFhDh
with different DM mass (mχ =1-1000 GeV) and Z(→ νν)+jets.

operator
relative change (%)

NN background rej. at cut-based signal eff. NN signal eff. at cut-based background rej.
2-layer NN 10-5 8-layer DNN 2-layer NN 10-5 8-layer DNN

mx1_xgxFhDh -30.78 24.10 -18.90 16.19
mx65_xgxFhDh -26.44 25.28 -16.26 17.12
mx100_xgxFhDh -18.77 27.91 -11.96 18.81
mx500_xgxFhDh 13.99 35.10 9.82 27.83

mx1000_xgxFhDh 19.97 35.64 14.96 28.45

Further improvement can be achieved by using lowest-level highest-dimensionality variables
as input to the NN. One such example is the so called “jet-image” [198, 193]. A jet-image
is formed by taking the constituents of a jet (tracks, calorimeter clusters, truth particles, etc.)
and discretisation its energy into pixels/grids in η −φ plane, with the intensity of each pixel
given by the sum of the energy of all constituents of the jet inside that pixel. As a low-
level jet description, the jet-image has the advantage that it uses all available information for
later discriminatory techniques rather than compressing the information into a set of derived
variables. High-level features can be extracted by borrowing the technique in the field of
computer vision, or more specifically the deep Convolutional Neural Network (CNN). For
readers who are interested, the detailed information of the construction of this discriminant will
be presented in Appendix E. There, we will show that the use of low level discriminants such
as jet-image, combined with track jet, b-tagged track jet multiplicity or jet mass, yields even
better performance in classifying H → bb̄ jets.

The basic algorithm presented here only serve as a general proof of principle. Several
questions need to be answers before it can be deployed. For example, what is the quantitative
criteria to optimised? How to formally include systematic uncertainties? How can ML help
us in understanding or protecting us from systematics? Can we teach a ML algorithm to be
insensitive to a given mis-modelled observable? How to visualised or understand the underlying
physics that has been learned by the algorithm? What is the theoretical relationship between
classification and test sensitivity? All in all this technique can be more deeply developed in
future studies.
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Fig. 9.2 Background rejection (inverse of efficiency) versus signal efficiency for 2-layer neural networks
and 8-layer deep networks trained with leading large-R jet pT leading large-R jet mass, track jet and
b-tagged track jet multiplicity. The red star represents the cut-based signal efficiency and background
rejection values. The colour map (z-axis) represents the threshold on the neural network output that is
used to calculate the signal and background efficiencies.
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9.2 Beyond single bin counting experiment
The construction of the likelihood function can be easily extended to include various CRs as
additional constraint so that the likelihood can be rewritten as

L (µ,θ) = PSR ×PCR ×Gsyst

=
M

∏
i=1

(µsi +bi)
n
i e−(µsi+bi)

ni!
×

K

∏
j∈CR

u(θ)m j
j eu(θ) j

m j!
× ∏

k∈syst
G(θk,θ)

(9.1)

where ni(i = 1, ...,M) is the number of events in the histogram bin i, si and bi are and the
number of expected signal and background events in the same histogram bin. The CRs can
be considered as K additional bins with contents m j (j=1,...,K) and expected values u j(θ)

depending not on µ but on the nuisance parameters θ . The statistically independent CRs and
SRs, can then be modelled by separate PDFs and combined into a simultaneous fit to data. By
doing so we can constrain the nuisance parameters in such a way to reduce their uncertainty
and hence to reduce their impact on the final result µ . Furthermore, recall that in our fit strategy
described in Section 8.2 the SR is constructed as a single bin region. In principle, by using
multiple bins of a signal-sensitive observable in the definition of the SRs and CRs we can
gain additional handle from the shape information of its distribution. Combining these two
strategies, i.e simultaneous CRs fit and the inclusion of shape information, it is expected that
we can get a better sensitivity.

9.3 Complementing EFT with simplified models and SUSY
While the EFT framework is a convenient tool for interpreting and comparing different DM
searches, it is only justified whenever there is a clear separation between the energy scale
of the process to describe and the scale of the underlying microscopic interactions. Our
EFT truncation results indicate that the use of EFT for DM searches in a highly energetic
environment should be handled with care. Figure 8.6 tells us that for the full set of generated
events (for xgxFhDh operator) to fulfil the EFT validity condition the cutoff scale Λ need to be
at least larger than a few TeV, unless the couplings constants involved in the processes are close
to the non-perturbative regime (however, we must not forget that for large enough couplings
constants, computations based on perturbation theory become unreliable). So, even at center of
mass energy of 8 TeV the validity of EFT approach may already cause some concern, it is not
hard to imagine the the challenge of higher center of mass energy might post.

For this reason, for future searches at the LHC perhaps a better strategy is to compliment
the EFT approach with the simplified models whenever the scenarios under study involve
mediating scale that is not too large. Such models are specifically designed to involve only the
most important states (while other are integrated out) that mediates the DM interactions with
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the SM particles, as well as the DM particle itself. By allowing the inclusion of these dynamical
mediator state(s), simplified models allow one to more accurately describe the kinematics of
DM production at the LHC. However, this comes with the price that they typically involve a
handful of parameters that characterise the dark sector and its coupling to the visible sector. As
an example, let us consider a scenario where the DM and the SM sectors are coupled through
a new massive vector mediator, Z′. The production proceeds via the exchange of a Z′ with
mass MZ′ in the s-channel. The Z′ radiates a Higgs boson and decays into two DM particles.
A thorough discussion of this model and its parameters can be found in Reference [52]. A
diagram illustrating this process is shown in Figure 9.3. In exchange of the modification the
EFT contact interactions into single particle s-channel, besides the DM mass, the model now
becomes dependent on the couplings (gq and g′Z) and the mediator mass. Since this process has
the same final state as our EFT signals, our results can easily be re-interpreted in the context of
this simplified model.

Z 0

Z 0

q̄

q

�̄

�

h

gq

gZ0

g�

Fig. 9.3 Diagram showing collider production mode in a simplified model including a Z′ boson which
decays to DM pair.

Apart from the simplified model, another well motivated path is to aim at identifying DM
explicitly assuming that the underlying theory is the so called B−L Supersymmetric Standard
Model1 (BLSSM) [199–202]. BLSSM predicts similar mono-Higgs final state via the processes
such as qq̄ → χ̃0

1 χ̃0
i → χ̃0

1 χ̃0
1 h and qq̄ → Z(′) → χ̃0

1 χ̃0
i → χ̃0

1 χ̃0
1 h as shown in Figure 9.4. We

can study the consequence of our mono-Higgs search on the BLSSM parameter space by
reinterpreting the mono-Higgs search data in the context of the BLSSM, thereby establishing a
potential signal of SUSY DM or imposing strong bounds on their existence.

The point is, none of these approaches should stand in isolation. Given that the particle
nature of DM and its interactions are still unknown, it is important that we include constraints
that cover as broad a range of DM models as possible and at the same time in a way that is as

1Under this model, right-handed neutrino superfields are introduced (through an additional U(1)B − L
symmetry) in order to implement a Type I seesaw mechanism, which provides an elegant solution for the existence
and smallness of the left-handed neutrino masses.
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Fig. 9.4 Mono-Higgs final state arises via (a) qq̄ → χ̃0
1 χ̃0

i → χ̃0
1 χ̃0

1 h via a q̃ exchange and (b) qq̄ →
Z(′) → χ̃0

1 χ̃0
i → χ̃0

1 χ̃0
1 h process within the BLSSM.

model-independent as possible. Furthermore, the various LHC searches have yet to provide a
signal of a direct production of the heavy mediators such as Z′ (mZ′ ≲ 3 TeV excluded [203]),
we are left with the conclusion that the EFT is valid as long as the energy scale of the process
involving the DM and the SM particles is small compared to the energy scale associated to the
heavy mediator. In addition, there may also be cases in which neither a ultraviolet completion
nor other simplified models yielding mono-Higgs signal with the similar kinematic distributions
are available. Under such circumstances, the EFT approach will allow us to target new signal
regions and help to develop new simplified models (by validating the contact interaction limit)
to complete these specific EFT operators.
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Chapter 10

Conclusion

A search for dark matter production in association with the Higgs boson decaying to two bottom
quarks has been presented. The Higgs boson candidates are reconstructed using trimmed
anti−kt R = 1.0 jets matched to two b-tagged anti−kt R = 0.3 track-jets. This novel analysis
technique probes new kinematic regions of mono-Higgs production where Emiss

T spectrum is
hard and the Higgs pT is high.

The analysis is performed using data from pp collisions collected at
√

s = 8 TeV with the
ATLAS experiment at the LHC at CERN, for an integrated luminosity of 20.3 fb−1. Both the
simulated and the data-driven methods are used to describe the background processes, reaching
good agreement of data and expected background across all the control regions.

The observed (predicted) yields of the signal regions with Emiss
T > 300 GeV and Emiss

T >

400 GeV are 20 (11.2±3.2) and 9 (7.7±2.5), respectively where the uncertainties of the
predicted yields include both statistical and systematic uncertainty. The p-value of the former
(latter) signal region is 0.03 (0.37). Hence we conclude that no excess is observed. The results
are interpreted in the framework of the effective field theory in four operators and for DM
mass up to 1 TeV. In general the stronger limits have been achieved compared to the previous
mono-H(→ γγ) analysis at 8 TeV. In particular, the value of Λ up to 270 GeV has been excluded
for operator xgxFhDh.

157





References

[1] Planck Collaboration, P. A. R. Ade et al., Planck 2015 results. XIII. Cosmological
parameters, arXiv:1502.01589 [astro-ph.CO].

[2] F. Zwicky, Republication of: The redshift of extragalactic nebulae, General Relativity
and Gravitation 41 no. 1, (2009) 207–224. http://dx.doi.org/10.1007/s10714-008-0707-4.

[3] D. Mihalas and P. Routly, Galactic Astronomy. A Series of books in astronomy and
astrophysics. W. H. Freeman, 1968. https://books.google.co.jp/books?id=sfAInQEACAAJ.

[4] F. D. Kahn and L. Woltjer, Intergalactic Matter and the Galaxy., Astrophys. J. 130
(1959) 705. http://adsabs.harvard.edu/abs/1959ApJ...130..705K. Provided by the SAO/NASA
Astrophysics Data System.

[5] S. Smith, The Mass of the Virgo Cluster, Astrophys. J. 83 (1936) 23.
http://adsabs.harvard.edu/abs/1936ApJ....83...23S. Provided by the SAO/NASA Astrophysics
Data System.

[6] V. C. Rubin and W. K. Ford, Jr., Rotation of the Andromeda Nebula from a
Spectroscopic Survey of Emission Regions, Astrophys. J. 159 (1970) 379.

[7] V. C. Rubin, N. Thonnard, and W. K. Ford, Jr., Extended rotation curves of
high-luminosity spiral galaxies. IV - Systematic dynamical properties, SA through SC,
Astrophys. J. 225 (1978) L107–L111.

[8] V. C. Rubin, W. K. J. Ford, and N. . Thonnard, Rotational properties of 21 SC galaxies
with a large range of luminosities and radii, from NGC 4605 /R = 4kpc/ to UGC 2885
/R = 122 kpc/, Astrophys. J. 238 (1980) 471–487.

[9] M. S. Roberts and R. N. Whitehurst, The rotation curve and geometry of M31 at large
galactocentric distances., Astrophys. J. 201 (1975) 327–346.

[10] A. Bosma, 21-cm line studies of spiral galaxies. II. The distribution and kinematics of
neutral hydrogen in spiral galaxies of various morphological types., Astrophys. J. 86
(1981) 1825–1846.

[11] E. I. Gates, G. Gyuk, and M. S. Turner, The Local Halo Density, Astrophys. J. Lett. 449
(1995) L123, astro-ph/9505039.

[12] M. Weber and W. de Boer, Determination of the local dark matter density in our Galaxy,
Astronomy and Astrophysics 509 (2010) A25, arXiv:0910.4272 [astro-ph.CO].

159

http://arxiv.org/abs/1502.01589
http://dx.doi.org/10.1007/s10714-008-0707-4
http://dx.doi.org/10.1007/s10714-008-0707-4
http://dx.doi.org/10.1086/146762
http://dx.doi.org/10.1086/146762
http://dx.doi.org/10.1086/143697
http://dx.doi.org/10.1086/150317
http://dx.doi.org/10.1086/182804
http://dx.doi.org/10.1086/158003
http://dx.doi.org/10.1086/153889
http://dx.doi.org/10.1086/113063
http://dx.doi.org/10.1086/113063
http://dx.doi.org/10.1086/309652
http://dx.doi.org/10.1086/309652
http://arxiv.org/abs/astro-ph/9505039
http://dx.doi.org/10.1051/0004-6361/200913381
http://arxiv.org/abs/0910.4272


References

[13] E. Corbelli and P. Salucci, The Extended Rotation Curve and the Dark Matter Halo of
M33, Mon. Not. Roy. Astron. Soc. 311 (2000) 441–447, arXiv:astro-ph/9909252
[astro-ph].

[14] T. G. Brainerd, Anisotropic distribution of SDSS satellite galaxies: Planar (not polar)
alignment, Astrophys. J. 628 (2005) L101–L104, arXiv:astro-ph/0408559
[astro-ph].

[15] F. Iocco, M. Pato, and G. Bertone, Evidence for dark matter in the inner Milky Way,
Nature Phys. 11 (2015) 245–248, arXiv:1502.03821 [astro-ph.GA].

[16] D. Fabricant, M. Lecar, and P. Gorenstein, X-ray measurements of the mass of M87,
Astrophys. J. 241 (1980) 552–560.

[17] J. S. Arabadjis, M. W. Bautz, and G. P. Garmire, Chandra observations of the lensing
cluster emss 1358+6245: implications for self-interacting dark matter, Astrophys. J.
572 (2002) 66, arXiv:astro-ph/0109141 [astro-ph].

[18] A. D. Lewis, D. A. Buote, and J. T. Stocke, Chandra observations of Abell 2029: The
Dark matter profile at < 0.01 R(VIR) in an unusually relaxed cluster, Astrophys. J. 586
(2003) 135–142, arXiv:astro-ph/0209205 [astro-ph].

[19] R. Massey et al., Dark matter maps reveal cosmic scaffolding, Nature 445 (2007) 286,
arXiv:astro-ph/0701594 [astro-ph].

[20] D. Clowe, M. Bradac, A. H. Gonzalez, M. Markevitch, S. W. Randall, C. Jones, and
D. Zaritsky, A direct empirical proof of the existence of dark matter, Astrophys. J. 648
(2006) L109–L113, arXiv:astro-ph/0608407 [astro-ph].

[21] G. Hinshaw, D. Larson, E. Komatsu, D. N. Spergel, C. L. Bennett, J. Dunkley, M. R.
Nolta, M. Halpern, R. S. Hill, N. Odegard, L. Page, K. M. Smith, J. L. Weiland, B. Gold,
N. Jarosik, A. Kogut, M. Limon, S. S. Meyer, G. S. Tucker, E. Wollack, and E. L.
Wright, Nine-year Wilkinson Microwave Anisotropy Probe (WMAP) Observations:
Cosmological Parameter Results, Astrophys. J. 208 (2013) 19, arXiv:1212.5226.

[22] C. L. Bennett, D. Larson, J. L. Weiland, N. Jarosik, G. Hinshaw, N. Odegard, K. M.
Smith, R. S. Hill, B. Gold, M. Halpern, E. Komatsu, M. R. Nolta, L. Page, D. N.
Spergel, E. Wollack, J. Dunkley, A. Kogut, M. Limon, S. S. Meyer, G. S. Tucker, and
E. L. Wright, Nine-year Wilkinson Microwave Anisotropy Probe (WMAP) Observations:
Final Maps and Results, Astrophys. J. 208 (2013) 20, arXiv:1212.5225.

[23] D. J. Eisenstein, I. Zehavi, D. W. Hogg, R. Scoccimarro, M. R. Blanton, R. C. Nichol,
R. Scranton, H.-J. Seo, M. Tegmark, Z. Zheng, S. F. Anderson, J. Annis, N. Bahcall,
J. Brinkmann, S. Burles, F. J. Castander, A. Connolly, I. Csabai, M. Doi, M. Fukugita,
J. A. Frieman, K. Glazebrook, J. E. Gunn, J. S. Hendry, G. Hennessy, Z. Ivezić, S. Kent,
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Detailed lists of background MC samples

Table A.1 W+jets samples used in the analysis. The dataset ID, the dataset description, MC generator,
production cross section, k-factor and filter efficiency are shown for each sample. For the DS IDs
167740-167748, a truth pW

T < 70 GeV cut is applied in order to combine the samples.

DS ID Process Generator σ ×BR [pb] k-factor εfilter
167740 W → eν , pW

T > 0 GeV, B filter SHERPA 10973.00 1.11 0.012778
167741 W → eν , pW

T > 0 GeV, C-jet filter & B veto SHERPA 10971.00 1.11 0.049039
167742 W → eν , pW

T > 0 GeV, B & C-jet veto SHERPA 10987.00 1.11 0.938040
167743 W → µν , pW

T > 0 GeV, B filter SHERPA 10973.00 1.11 0.0128230
167744 W → µν , pW

T > 0 GeV, C-jet filter & B veto SHERPA 10970.00 1.11 0.042540
167745 W → µν , pW

T > 0 GeV, B & C-jet veto SHERPA 10981.00 1.11 0.944610
167746 W → τν , pW

T > 0 GeV, B filter SHERPA 10974.00 1.11 0.012791
167747 W → τν , pW

T > 0 GeV, C-jet filter & B veto SHERPA 10971.00 1.11 0.046082
167748 W → τν , pW

T > 0 GeV, B & C-jet veto SHERPA 10969.00 1.11 0.940650
167761 W → eν , 70 < pW

T < 140 GeV, B filter SHERPA 250.5500 1.11 0.045931
167762 W → eν , 70 < pW

T < 140 GeV, C-jet filter & B veto SHERPA 250.7100 1.11 0.200990
167763 W → eν , 70 < pW

T < 140 GeV, B & C-jet veto SHERPA 250.4300 1.11 0.752980
167764 W → µν , 70 < pW

T < 140 GeV, B filter SHERPA 250.5500 1.11 0.045919
167765 W → µν , 70 < pW

T < 140 GeV, C-jet filter & B veto SHERPA 250.5700 1.11 0.198890
167766 W → µν , 70 < pW

T < 140 GeV, B & C-jet veto SHERPA 250.7700 1.11 0.758550
167767 W → τν , 70 < pW

T < 140 GeV, B filter SHERPA 250.5700 1.11 0.045942
167768 W → τν , 70 < pW

T < 140 GeV, C-jet filter & B veto SHERPA 250.6100 1.11 0.198890
167769 W → τν , 70 < pW

T < 140 GeV, B & C-jet veto SHERPA 250.6000 1.11 0.754850
167770 W → eν , 140 < pW

T < 280 GeV, B filter SHERPA 31.15500 1.11 0.063159
167771 W → eν , 140 < pW

T < 280 GeV, C-jet filter & B veto SHERPA 31.18900 1.11 0.221960
167772 W → eν , 140 < pW

T < 280 GeV, B & C-jet veto SHERPA 31.11200 1.11 0.714960
167773 W → µν , 140 < pW

T < 280 GeV, B filter SHERPA 31.16400 1.11 0.063069
167774 W → µν , 140 < pW

T < 280 GeV, C-jet filter & B veto SHERPA 31.16500 1.11 0.216470
167775 W → µν , 140 < pW

T < 280 GeV, B & C-jet veto SHERPA 31.17300 1.11 0.720300
167776 W → τν , 140 < pW

T < 280 GeV, B filter SHERPA 31.16200 1.11 0.063078
167777 W → τν , 140 < pW

T < 280 GeV, C-jet filter & B veto SHERPA 31.15100 1.11 0.220150
167778 W → τν , 140 < pW

T < 280 GeV, B & C-jet veto SHERPA 31.17600 1.11 0.716090
167779 W → eν , 280 < pW

T < 500 GeV, B filter SHERPA 1.841300 1.11 0.082886
167780 W → eν , 280 < pW

T < 500 GeV, C-jet filter & B veto SHERPA 1.837000 1.11 0.234540
167781 W → eν , 280 < pW

T < 500 GeV, B & C-jet veto SHERPA 1.842600 1.11 0.682000
167782 W → µν , 280 < pW

T < 500 GeV, B filter SHERPA 1.838000 1.11 0.082902
167783 W → µν , 280 < pW

T < 500 GeV, C-jet filter & B veto SHERPA 1.839500 1.11 0.228450
167784 W → µν , 280 < pW

T < 500 GeV, B & C-jet veto SHERPA 1.843300 1.11 0.687760
167785 W → τν , 280 < pW

T < 500 GeV, B filter SHERPA 1.836200 1.11 0.083026
167786 W → τν , 280 < pW

T < 500 GeV, C-jet filter & B veto SHERPA 1.839500 1.11 0.232710
167787 W → τν , 280 < pW

T < 500 GeV, B & C-jet veto SHERPA 1.836800 1.11 0.683970
167788 W → eν , pW

T > 500 GeV, B filter SHERPA 0.101880 1.11 0.099655
167789 W → eν , pW

T > 500 GeV, C-jet filter & B veto SHERPA 0.101010 1.11 0.244400
167790 W → eν , pW

T > 500 GeV, B & C-jet veto SHERPA 0.100930 1.11 0.657410
167791 W → µν , pW

T > 500 GeV, B filter SHERPA 0.101630 1.11 0.100040
167792 W → µν , pW

T > 500 GeV, C-jet filter & B veto SHERPA 0.102100 1.11 0.238520
167793 W → µν , pW

T > 500 GeV, B & C-jet veto SHERPA 0.101860 1.11 0.658370
167794 W → τν , pW

T > 500 GeV, B filter SHERPA 0.102080 1.11 0.099663
167795 W → τν , pW

T > 500 GeV, C-jet filter & B veto SHERPA 0.101390 1.11 0.242210
167796 W → τν , pW

T > 500 GeV, B & C-jet veto SHERPA 0.102010 1.11 0.660040
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Table A.2 Z+jets samples used in the analysis. The dataset ID, the dataset description, MC generator,
production cross section, k-factor and filter efficiency are shown for each sample. For the DS IDs
167749-167760, a truth pZ

T < 70 GeV cut is applied in order to combine the samples.
DS ID Process Generator σ ×BR [pb] k-factor εfilter
167749 Z → ee, pZ

T > 0 GeV, B filter SHERPA 1110.700 1.12 0.028034
167750 Z → ee, pZ

T > 0 GeV, C filter & B veto SHERPA 1109.600 1.12 0.283410
167751 Z → ee, pZ

T > 0 GeV, B & C veto SHERPA 1107.100 1.12 0.686210
167752 Z → µµ , pZ

T > 0 GeV, B filter SHERPA 1109.800 1.12 0.027996
167753 Z → µµ , pZ

T > 0 GeV, C filter & B veto SHERPA 1112.000 1.12 0.283070
167754 Z → µµ , pZ

T > 0 GeV, B & C veto SHERPA 1108.700 1.12 0.689700
167755 Z → ττ , pZ

T > 0 GeV, B filter SHERPA 1109.100 1.12 0.027820
167756 Z → ττ , pZ

T > 0 GeV, C filter & B veto SHERPA 1110.200 1.12 0.283730
167757 Z → ττ , pZ

T > 0 GeV, B & C veto SHERPA 1112.100 1.12 0.688840
167758 Z → νν , pZ

T > 0 GeV, B filter SHERPA 5991.100 1.12 0.029
167759 Z → νν , pZ

T > 0 GeV, C filter & B veto SHERPA 5991.200 1.12 0.283730
167760 Z → νν , pZ

T > 0 GeV, B & C veto SHERPA 5991.100 1.12 0.688840

167797 Z → ee, 70 < pZ
T < 140 GeV, B filter SHERPA 29.49400 1.12 0.082517

167798 Z → ee, 70 < pZ
T < 140 GeV, C filter & B veto SHERPA 29.48700 1.12 0.354970

167799 Z → ee, 70 < pZ
T < 140 GeV, B & C veto SHERPA 29.49100 1.12 0.562620

167800 Z → µµ , 70 < pZ
T < 140 GeV, B filter SHERPA 29.49100 1.12 0.082585

167801 Z → µµ , 70 < pZ
T < 140 GeV, C filter & B veto SHERPA 29.44700 1.12 0.354880

167802 Z → µµ , 70 < pZ
T < 140 GeV, B & C veto SHERPA 29.52100 1.12 0.561960

167803 Z → ττ , 70 < pZ
T < 140 GeV, B filter SHERPA 29.48900 1.12 0.082563

167804 Z → ττ , 70 < pZ
T < 140 GeV, C filter & B veto SHERPA 29.49900 1.12 0.355090

167805 Z → ττ , 70 < pZ
T < 140 GeV, B & C veto SHERPA 29.49400 1.12 0.562470

167806 Z → νν , 70 < pZ
T < 140 GeV, B filter SHERPA 166.63 1.12 0.082563

167807 Z → νν , 70 < pZ
T < 140 GeV, C filter & B veto SHERPA 166.63 1.12 0.355090

167808 Z → νν , 70 < pZ
T < 140 GeV, B & C veto SHERPA 166.63 1.12 0.562470

167809 Z → ee, 140 < pZ
T < 280 GeV, B filter SHERPA 3.990100 1.12 0.095235

167810 Z → ee, 140 < pZ
T < 280 GeV, C filter & B veto SHERPA 3.981100 1.12 0.369190

167811 Z → ee, 140 < pZ
T < 280 GeV, B & C veto SHERPA 3.989000 1.12 0.534310

167812 Z → µµ , 140 < pZ
T < 280 GeV, B filter SHERPA 3.984200 1.12 0.095389

167813 Z → µµ , 140 < pZ
T < 280 GeV, C filter & B veto SHERPA 3.991100 1.12 0.369990

167814 Z → µµ , 140 < pZ
T < 280 GeV, B & C veto SHERPA 3.984100 1.12 0.534410

167815 Z → ττ , 140 < pZ
T < 280 GeV, B filter SHERPA 3.987800 1.12 0.095807

167816 Z → ττ , 140 < pZ
T < 280 GeV, C filter & B veto SHERPA 3.988000 1.12 0.369530

167817 Z → ττ , 140 < pZ
T < 280 GeV, B & C veto SHERPA 3.987100 1.12 0.533280

167818 Z → νν , 140 < pZ
T < 280 GeV, B filter SHERPA 22.14 1.12 0.095807

167819 Z → νν , 140 < pZ
T < 280 GeV, C filter & B veto SHERPA 22.14 1.12 0.369530

167820 Z → νν , 140 < pZ
T < 280 GeV, B & C veto SHERPA 22.14 1.12 0.533280

167821 Z → ee, 280 < pZ
T < 500 GeV, B filter SHERPA 0.241820 1.12 0.108510

167822 Z → ee, 280 < pZ
T < 500 GeV, C filter & B veto SHERPA 0.241280 1.12 0.387440

167823 Z → ee, 280 < pZ
T < 500 GeV, B & C veto SHERPA 0.241580 1.12 0.506170

167824 Z → µµ , 280 < pZ
T < 500 GeV, B filter SHERPA 0.242190 1.12 0.108020

167825 Z → µµ , 280 < pZ
T < 500 GeV, C filter & B veto SHERPA 0.241690 1.12 0.386430

167826 Z → µµ , 280 < pZ
T < 500 GeV, B & C veto SHERPA 0.242720 1.12 0.505490

167827 Z → ττ , 280 < pZ
T < 500 GeV, B filter SHERPA 0.241200 1.12 0.106530

167828 Z → ττ , 280 < pZ
T < 500 GeV, C filter & B veto SHERPA 0.241020 1.12 0.384810

167829 Z → ττ , 280 < pZ
T < 500 GeV, B & C veto SHERPA 0.241470 1.12 0.507200

167830 Z → νν , 280 < pZ
T < 500 GeV, B filter SHERPA 1.3528 1.12 0.106530

167831 Z → νν , 280 < pZ
T < 500 GeV, C filter & B veto SHERPA 1.3528 1.12 0.384810

167832 Z → νν , 280 < pZ
T < 500 GeV, B & C veto SHERPA 1.3528 1.12 0.507200

167833 Z → ee, pZ
T > 500 GeV, B filter SHERPA 0.013235 1.12 0.115730

167834 Z → ee, pZ
T > 500 GeV, C filter & B veto SHERPA 0.013454 1.12 0.398460

167835 Z → ee, pZ
T > 500 GeV, B & C veto SHERPA 0.013307 1.12 0.484800

167836 Z → µµ , pZ
T > 500 GeV, B filter SHERPA 0.013161 1.12 0.114080

167837 Z → µµ , pZ
T > 500 GeV, C filter & B veto SHERPA 0.013480 1.12 0.398570

167838 Z → µµ , pZ
T > 500 GeV, B & C veto SHERPA 0.013264 1.12 0.486890

167839 Z → ττ , pZ
T > 500 GeV, B filter SHERPA 0.013231 1.12 0.115240

167840 Z → ττ , pZ
T > 500 GeV, C filter & B veto SHERPA 0.013308 1.12 0.393160

167841 Z → ττ , pZ
T > 500 GeV, B & C veto SHERPA 0.013284 1.12 0.485620

167842 Z → νν , pZ
T > 500 GeV, B filter SHERPA 0.0732 1.12 0.115240

167843 Z → νν , pZ
T > 500 GeV, C filter & B veto SHERPA 0.073 1.12 0.393160

167844 Z → νν , pZ
T > 500 GeV, B & C veto SHERPA 0.073 1.12 0.485620
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Detailed lists of background MC samples

Table A.3 γ+jets samples used for the analysis. The columns from left to right describe MC generation
ID, the dataset description, the MC generator used, the sample cross section in pb, the NLO/LO K-factor
(multiplicative to the cross section) and the filter efficiency of the requested sample within the ATLAS
simulation.

ID Name Generator σ [pb] K-factor ε

177574 single γ , 100 < pγ

T < 140 GeV, B & C-jet veto SHERPA 430.80 1.0 0.49984
177575 single γ , 140 < pγ

T < 280 GeV, B & C-jet veto SHERPA 137.98 1.0 0.49377
177576 single γ , 280 < pγ

T < 500 GeV, B & C-jet veto SHERPA 5.9250 1.0 0.48087
177577 single γ , pγ

T > 500 GeV, B & C-jet veto SHERPA 0.28715 1.0 0.46776
177578 single γ , 100 < pγ

T < 140 GeV, C-jet filter & B veto SHERPA 430.40 1.0 0.42401
177579 single γ , 140 < pγ

T < 280 GeV, C-jet filter & B veto SHERPA 137.80 1.0 0.42182
177580 single γ , 280 < pγ

T < 500 GeV, C-jet filter & B veto SHERPA 5.9223 1.0 0.41936
177581 single γ , pγ

T >500GeV, C-jet filter & B veto SHERPA 0.28811 1.0 0.41931
177582 single γ , 100 < pγ

T < 140 GeV, B filter SHERPA 428.83 1.0 0.075821
177583 single γ , 140 < pγ

T < 280 GeV, B filter SHERPA 137.31 1.0 0.08437
177584 single γ , 280 < pγ

T < 500 GeV, B filter SHERPA 5.9024 1.0 0.09983
177585 single γ , pγ

T >500GeV, B filter SHERPA 0.28729 1.0 0.11408

Table A.4 tt̄ and single top samples used for the analysis. The columns from left to right describe
MC generation ID, the dataset description, the MC generator used, the sample cross section in pb, the
NLO/LO K-factor (multiplicative to the cross section) and the filter efficiency of the requested sample
within the ATLAS simulation.

ID Name Generator σ [pb] K-factor ε

108343 SingleTopSChanWenu McAtNloJimmy 0.56444 1.074 1.0
108344 SingleTopSChanWmunu McAtNloJimmy 0.56426 1.074 1.0
108345 SingleTopSChanWtaunu McAtNloJimmy 0.56404 1.074 1.0
108346 SingleTopWtChanIncl McAtNloJimmy 20.658 1.083 1.0
117360 singletop_tchan_e AcerMCPythia 8.604 1.1 1.0
117361 singletop_tchan_mu AcerMCPythia 8.604 1.1 1.0
117362 singletop_tchan_tau AcerMCPythia 8.604 1.1 1.0
105200 ttbar_LeptonFilter McAtNloJimmy 238.06 1.0 0.543
105204 ttbar_allhad McAtNloJimmy 238.06 1.0 0.457

Table A.5 Diboson samples used for the analysis. The columns from left to right describe MC generation
ID, the dataset description, the MC generator used, the sample cross section in pb, the NLO/LO K-factor
(multiplicative to the cross section) and the filter efficiency of the requested sample within the ATLAS
simulation.

ID Name Generator σ [pb] K-factor ε

181966 ZZ_2l2had_mll020 PowhegPythia8 1.207 1.0 1.0
181967 ZZ_2nu2had_mll020 PowhegPythia8 2.081 1.0 1.0
181968 WZ_hadhad2l_mll020 PowhegPythia8 1.5944 1.0 1.0
181969 WZ_hadhad2nu_mll020 PowhegPythia8 2.7766 1.0 1.0
181970 WZ_lnu2had_mll020 PowhegPythia8 4.8696 1.0 1.0
181971 WW PowhegPythia8 52.44 1.0 1.0
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Table A.6 V H samples used for the analysis, considered in SR only. The columns from left to right
describe MC generation ID, the data set description, the MC generator used, the sample cross section in
pb, the NLO/LO K-factor (multiplicative to the cross section) and the filter efficiency of the requested
sample within the ATLAS simulation.

ID Name Generator σ [pb] K-factor ε

161805 W (→ ℓν)H(→ bb̄) Pythia8 0.7046 0.324 0.577
161827 Z(→ ℓℓ)H(→ bb̄) Pythia8 0.38284 0.100971 0.577
161849 Z(→ νν)H(→ bb̄) Pythia8 0.38284 0.2 0.577
161871 tt(→ ℓℓ+X)H(→ bb̄) Pythia8 0.00557 1.0 1.0

Table A.7 Multi-jet samples used for the analysis. The columns from left to right describe MC generation
ID, the data set description, the MC generator used, the sample cross section in pb, the NLO/LO K-factor
(multiplicative to the cross section), the filter efficiency of the requested sample within the ATLAS
simulation and the effective number of events for normalization.

ID Name Generator σ [pb] K-factor ε

147910 JZ0W Pythia8 72.85×109 1.0 0.98557
147911 JZ1W Pythia8 72.85×109 1.0 0.000129
147912 JZ2W Pythia8 26.359×106 1.0 0.003994
147913 JZ3W Pythia8 544.19×103 1.0 0.001219
147914 JZ4W Pythia8 6445.3 1.0 0.000708
147915 JZ5W Pythia8 39.739 1.0 0.002152
147916 JZ6W Pythia8 0.41609 1.0 0.004684
147917 JZ7W Pythia8 0.040636 1.0 0.0146
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Appendix B

Supplements to objects reconstruction

B.1 Topological cell cluster as input to the jet reconstruction
The principle signal definition for use in the jet reconstruction is the clusters of topologically
connected calorimeter cell signals or “topo-clusters”. Topo-clusters are three-dimensional
energy blobs that represent the shower development of each particle entering the calorimeter.
The topological clustering works by grouping neighbouring cells that have signals higher than
the expected noise into a cluster. More specifically the cell signal significance, ζ EM

cell is defined
as [207]:

ζ
EM
cell =

EEM
cell

σEM
cell,noise

(B.1)

where EEM
cell is the cell signal and σEM

cell,noise is the expected noise in the cell. Cluster growth
starts at seed cells that have |ζ EM

cell | above a large threshold, tseed . Neighbouring cells that have
|ζ EM

cell | greater than a medium threshold, tneighbour, are added to the cluster. Finally all direct
neighbouring cells on the outer perimeter that have |ζ EM

cell | above a low threshold, tcell , are added
to the cluster. The default values for tseed , tneighbour and tcell are 4, 2 and 0, respectively [207].
The higher thresholds for seeds and neighbours are meant for suppressing both electronics and
pile-up noise. Note that tcell = 0 means that all cells at the outer perimeter will end up in a
cluster, regardless of their energies. This low threshold at the perimeter ensures that tails of
showers (cells with signals that are close to the noise levels) are not discarded. This implicit
noise suppression improves the energy and spatial resolutions in the presence of pile-up. In the
end, a topo-cluster is defined as massless pseudo-particle with a four-momentum (E,−→p ). Its
energy is equal to the energy sum of all the included cells. Whereas its reconstructed direction is
defined as that of a unit vector originating from the geometric centre of the ATLAS coordinate
system pointing to the energy-weighted topo-cluster barycenter in η −φ space.

Both EEM
cell and σEM

cell,noise in Equation B.1 are reconstructed in EM energy scale which
measures the energy deposited by electrons and photons. This energy scale does not include
any corrections for hadrons energy loss (e.g. including escaping energy carried by invisible
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Table B.1 Variables used in the electron identification [204, 70, 116, 205, 70, 118].

Type Description Cut value
Acceptance • Central region of the detector. |η |< 2.47
Hadronic leakage • The ratio of ET in the first layer of the hadronic

calorimeter to ET of the EM cluster. (for EM cluster
with |η |< 0.8 and |η |> 1.37) .

η and ET depen-
dent cuts.

Front (strip) layer
of the EM calo.

• The shower width, defined as:√
(∑Ei(i− imax)2/(∑Ei)), where i runs over all

strips in a window of ∆φ ×∆η = 0.2× 0.0625, corre-
sponding typically to 20 strips in η , and imax is the index
of the strip with the highest-energy.

η and ET depen-
dent cuts.

• The ratio of the energy difference between the largest
and second largest energy deposits in the cluster over
their energies sum.

η and ET depen-
dent cuts.

Middle layer of the
EM calo.

• The ratio of energies in 3× 7 cells over 7× 7 cells
centred at the electron cluster position.

η and ET depen-
dent cuts.

•The lateral shower width, defined as:√
(∑Eiη

2
i )/(∑Ei)− ((∑Eiηi)/(∑Ei))2, where Ei

is the energy and ηi is the pseudorapidity of cell i and
the sum is calculated within a window of 3×5 cells.

η and ET depen-
dent cuts.

Back layer of the
EM calo.

• The ratio of the energy in the back layer to the total
energy in the EM calorimeter
η and ET dependent cuts.

Track quality • The number of hits in the first layer of the pixel detector
(for |η |< 2.01)

Nhits
1st pixel ≥ 1

• The number of hits in the pixel detector (for |η |> 2.01) Nhits
pixel ≥ 2

• The number of hits in the silicon detectors Nhits
pixel+SCT ≥ 7

• The track’s transverse impact parameter |d0|< 5 mm
Track-cluster
matching

•|∆η | between the cluster position in the first layer and
the extrapolated track

|∆η |< 0.005

TRT track quality • The ratio of the hits on track that exceed the TRT high
threshold (for signal collected at the TRT wire) to the
total number of hits on track

η dependent cuts.

particles and energy required for breaking up nucleus). Because of this, EM particle (electrons
or photons) will leave different signal in the calorimeter than hadronic particles (such as charge
pions) even when they have identical energies, i.e EEM

clus > EHAD
clus . Thus, in order to correctly

estimate the energy deposit by hadronic particles, appropriate local correction (cluster-by-
cluster) to the hadronic-like cluster has to be applied. Furthermore, due to the intrinsic noise
suppression scheme applied during the clustering sequence, a large amount of true signal may
be lost. This effect is particularly relevant when the amount of pile-up event is large (causing
increase in the cell-signal baseline fluctuations which in turn cause more of the energy tail of
the shower profile to drop below the noise level). Different amount of correction need to be
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B.1 Topological cell cluster as input to the jet reconstruction

Table B.2 Variables used in the photon identification [120, 206].

Type Description Cut value
Acceptance • Central region of the detector. |η |< 2.37 (exclud-

ing 1.37 < |η | <
1.52)

Hadronic leakage • The ratio of ET in the first layer of the hadronic
calorimeter to ET of the EM cluster. (for EM cluster
with |η |< 0.8 and |η |> 1.37) .

η and ET depen-
dent cuts.

• The ratio of ET in whole hadronic calorimeter to ET of
the EM cluster (for EM cluster within 0.8 < |η |< 1.37).

η and ET depen-
dent cuts.

Front (strip) layer
of the EM calo.

• The shower width, defined as:√
(∑Ei(i− imax)2/(∑Ei)), where i runs over all

strips in a window of ∆φ ×∆η = 0.2× 0.0625, corre-
sponding typically to 20 strips in η , and imax is the index
of the strip with the highest-energy.

η and ET depen-
dent cuts.

• The shower width calculated from three strips around
the strip with maximum energy deposit.

η and ET depen-
dent cuts.

• The energy outside the core of the three central strips
but within seven strips divided by energy within the three
central strips. It quantifies the lateral containment of the
shower, along the η direction.

η and ET depen-
dent cuts.

• The difference between the energy of the strip cell with
the second largest energy and the energy in the strip cell
with the lowest energy found between the largest and the
second largest energy.

η and ET depen-
dent cuts.

• The ratio of the energy difference between the largest
and second largest energy deposits in the cluster over
their energies sum.

η and ET depen-
dent cuts.

Middle layer of the
EM calo.

• The ratio of energies in 3× 7 cells over 7× 7 cells
centred at the electron cluster position.

η and ET depen-
dent cuts.

• The ratio of energies in 3× 3 cells over 3× 7 cells
centred at the electron cluster position.

η and ET depen-
dent cuts.

•The lateral shower width, defined as:√
(∑Eiη

2
i )/(∑Ei)− ((∑Eiηi)/(∑Ei))2, where Ei

is the energy and ηi is the pseudorapidity of cell i and
the sum is calculated within a window of 3×5 cells.

η and ET depen-
dent cuts.

applied to EM and hadronic cluster to account for different shower profiles. On top of that,
signal may also be lost due to energy lost in inactive (dead) or uninstrumented material in front
of or between the calorimeter modules. This energy loss need to be recovered.

To address these three main sources of calorimeter signal inefficiencies, ATLAS uses
the so-called “local hadronic cell weighting” (LCW) correction scheme [207]. The LCW
scheme starts by classifying each topo-cluster according to the nature of the energy deposit—
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Supplements to objects reconstruction

HAD or EM, so that the most appropriate mix of EM and HAD correction can be applied.
This classification takes advantages of the differences between the HAD and EM showers
characteristics. The later are in general have early starting point in the calorimeter, relatively
small shower-by-shower fluctuations in their shower development and compacter shower shape.
More specifically, the probability for a topo-cluster to be of EM origin, PEM can be determined
by measuring the probability of detecting an EM-like cluster in bins of 4 observables, i.e the
cluster direction, |ηclus|, the cluster energy, Eclus [MeV], the logarithmic depth of the shower
center, log10(λclus [mm]) and the logarithmic energy-weighted average cell signal density minus
the logarithmic cluster energy, log10(ρclus [MeV/mm−3])-log10(EEM

clus [MeV]). This probability
is derived by using MC simulations of single charged and neutral pions at various incident
energies and entering the calorimeters at various pseudorapidities. PEM in each variable bin,
i jkl, is defined as [207, 208]

PEM
i jkl =

f π0

i jkl

f π0

i jkl +2 f π±
i jkl

(B.2)

where f π0,±
i jkl is the fraction of neutral or charged pions in a given i j (EEM

clus,ηclus) bin from the
simulation. Any cluster falls in a phase-space bin with PEM

i jkl < 0.5 is classified as hadronic
cluster.

For each type of correction κ , a weight wκ
cell for each cell is separately determined for EM

and hadronic showers, binned in terms of the 4 observables. At any of the correction steps the
signal weights, wcal

cell , applied to cell signals in the topo-cluster are calculated as:

wcal
cell = PEM

clus ·wEM−κ

cell +(1−PEM
clus) ·wHAD−κ

cell (B.3)

where the weights wEM−κ

cell and wHAD−κ

cell represent the EM or HAD correction factors applied to
the cell signal. Thus the cumulative weight wLCW

cell for each cell is then given by:

wLCW
cell = ∏

κ∈{cal,ooc,dm}

[
PEM

clus ·wEM−κ

cell +(1−PEM
clus) ·wHAD−κ

cell

]
(B.4)

where the subscript {cal,occ,dm} corresponds to the hadronic correction, correction for out-
of-cluster signal losses and correction for dead material respectively. The final LCW cluster
energy, ELCW

clus can then be calculated as:

ELCW
clus = ∑

i∈clus
wLCW

cell,iE
EM
cell,i (B.5)

After these corrections, the clusters’ four-momentum are recalculated.
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B.2 Jet energy scale (JES) corrections

B.2 Jet energy scale (JES) corrections
The LCW correction scheme described previously is performed on a cluster-by-cluster basis
without any particular assumption about the kind of object. This means that after the jets
are formed, they are also corrected to this scale. In order to restore the JES to that of jets
reconstructed from stable simulated particles (MC truth particle level), additional jet-by-jet
corrections need to be applied. The JES correction [126, 209, 129] procedure used in this
analysis is shown schematically in Figure B.1. This procedure consists of the following steps:

Jets with LCW scale 
constituents Origin correction Pile-up correction

Absolute Eta-JES 
correction

Global sequential 
correction

Residual in-situ 
correction

Jet finding applied to
topological clusters at

LCW scale

Changes the jet direction
to point to the primary vertex. 

Does not affect jet energy.

To correct the energy offset 
introduced by pile-up.

Correct the jet energy to
the true jet energy at particle level. 

Affect both the jet energy and 
direction.

Based on global jet observables 
such as tracking and muon activity 

behind jets.
Reduces flavour dependence
and energy leakage effects.

A final residual correction
is derived using in-situ 

measurements by using Z/γ+jet, dijet 
and multi-jet events.

LCW + JES Scheme

Fig. B.1 The correction steps for LCW jets.

1. First the direction of the jet is corrected such that it points to the primary vertex of
the interaction instead of the geometrical centre of ATLAS detector. The kinematic
observables of each topo-cluster are recalculated relative to the primary vertex. This
correction improves the angular resolution. It leaves the jet energy unchanged.

2. There are two ways in which pile-up can contribute energy to an event: either by forming
new clusters, or by overlapping with signal from the triggering event. While the former
case has already been partially accounted for during the formation of the topo-clusters,
the latter still can contribute to the signal clusters if they overlap with other deposits
which survive noise suppression. To mitigate this effect on the reconstructed jet, a jet
area [137] based subtraction method [210] is employed. The general idea of this approach
is to calculate the amount of pT contribution from pile-up in a jet in MC simulation,
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and subtract this offset from the reconstructed jet pT. This method works by treating
the pile-up as a uniform and diffuse background that add contribution to jets. Thus a
average pile-up density, ρ , times the jet area in the η −φ plane, A, gives the amount of
pile-up inside the jet. The effect of pile-up can then be removed by simply subtracting it
away. Remaining small dependence of the jet pT on pile-up is parameterised in terms of
the number of primary vertices, NPV , and the average number of interactions per bunch
crossing, ⟨µ⟩, such that both the residual in-time pile-up dependence, characterised by
NPV (at fixed ⟨µ⟩) and out-of-time pile-up, characterised by ⟨µ⟩ (at fixed NPV ) can be
captured. The corrected pT after pile-up subtraction is therefore given by

pcorrected
T = pLCW

T −ρ ×A−α(η)(NPV −1)−β (η)⟨µ⟩ (B.6)

where pLCW
T is the jet pT at the LCW topo-cluster scale, α(η) and β (η) are the correction

constants derived from MC.

3. The next correction is aiming at restoring the reconstructed jet energy, Ereco
jet to the energy

of the MC truth jet1, Etruth
jet . For each reconstructed calorimeter jet-truth jet pair (the pair

is formed if ∆R( jetreco, jettruth)< 0.3), the average jet energy response, defined as

R jet = ⟨Ereco
jet /Etruth

jet ⟩ (B.7)

in bins of the Etruth
jet and the original reconstructed jet pseudorapidity before the origin

correction, ηdet , is measured. Similarly for each (Etruth
jet ,ηdet)-bin, the average recon-

structed calorimeter jet energy, Ereco, avg
jet , defined as the mean of the Ereco

jet distribution,
are determined. Then the correction functions, C(Ereco

jet )k is derived using a fit to the
(Ereco, avg

jet, k ,R jet, k) points for a given ηdet-bin, k. The corrected jet energy, Ereco, corr
jet , is

simply obtained by multiplying the uncorrected jet energy with 1/C, as

Ereco, corr
jet =

Ereco
jet

C(Ereco
jet )k

(B.8)

It is found that the reconstructed jet direction has a small tendency to be biased to the
better instrumented calorimeter regions as topo-clusters are reconstructed with a higher
energy with respect to poorly instrumented calorimeter regions (e.g. barrel-endcap
transition region). This effect has to be accounted for. The η-correction is derived as the
average difference ∆η = ηtruth −ηorigin in each (Etruth,ηdet)-bins. Here ηorigin is jet η

after the jet origin correction. ∆η is simply added back to the ηorigin to get the corrected
jet direction. The correction is generally very small (∆η < 0.01) for most regions of the
calorimeter but larger in the transition regions.

1Truth jets are built from stable particles produced by the fragmentation model in the physics generator. Stable
particles are defined as those with a laboratory frame lifetime of about 10 picoseconds or more.
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B.2 Jet energy scale (JES) corrections

4. Finally a correction called the global sequential correction (GSC) [211] are applied to
the jets. It is simply a multi-variate extension of the previous jet energy correction. The
general idea is that any variable x that is correlated with the detector response to the jet
can be used for GSC. Corrections are applied sequentially. For jet reconstructed with
LCW topo-clusters, three such variables are used (in order):

i. The number of tracks associated to a given jet, ntrk.

ii. The pT-weighted transverse width of the jet, Wtrk, defined as the average ∆R( jetreco, tracki)

distance weighted by the track pT. It quantifies the transverse structure of the jet,
which is sensitive to different jet flavours, i.e. gluon or quark initiated jet. A gluon
initiated jet tends to have a wider transverse profile, more particles and a lower
energy response than a jet originating from a light quark with the same pT and η .

iii. The number of muon segments behind non fully contained calorimeter jets, Nsegments.
It quantifies the activity in the muon chambers behind high energy jets that pene-
trates the full depth of the calorimeter. The reconstructed energies of these high-pT

unconfined calorimeter jets are smaller, causing more spread in the jet energy
response and thus worse jet energy resolution.

Similar to Step 3 above, a multiplicative jet energy correction function, C(preco
T, jet or Ereco

jet , x) j

is derived for each variable and for a given ηdet-bin, k. However, in this case C is con-
structed using a two dimensional Gaussian kernel whose kernel-width parameters are
chosen to capture the shape of the average jet response (R jet) across η and pT, jet as well
as to ensure that the average energy is not affected by the correction. The GSC corrected
jet pT (or jet energy) is given by the initial jet pT multiplied by the product of the N
corrections:

preco,GSC
T, jet = preco

T, jet

N

∏
i=1

1
C(preco

T, jet , x)k
(B.9)

After a successful application, the dependence of the response on the variable x is largely
removed without changing the average energy. As a result the spread of the reconstructed
jet energy is reduced, which in turn leads to improvement in the energy resolution.

The jet energy correction outlined above is dependent on the MC simulation to correct
the response of the calorimeters. However, the calorimeters response to jet may not be fully
simulated due to reasons such as the incorrect description of the amounts of dead material in
front of the calorimeters in MC. Hence additional correction factor derived from real data are
needed to ensure that the impact of mismodelling in the simulation is minimised.

This correction is termed η-intercorrection. It is is performed by using di-jet events [128].
The ηdet-dependent correction factors are derived by comparing in dijet events the transverse
momentum of a well-calibrated jet in the central reference region (|ηdet | < 0.8) to a jet in
the other regions under investigation. This method relies on the fact that at leading order
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in QCD, the two jets are expected to have equal transverse momentum. Any imbalance in
the transverse momentum would therefore be expected to arise from the mismodeling of the
different jet responses in different calorimeter regions. This correction aims to remove any
residual pseudorapidity difference in the jet response between the data and MC prediction
following the MC based LCW+JES corrections. It quantifies the balance between a pair of
jets in different detector regions without evaluating the absolute scale of either jet. Figure B.2
shows the relative jet response as a function of the ηdet for the data and the MC simulations.
The black solid line shows the derived η-intercorrection factors with the bands showing the
uncertainty on this correction. The η-intercorrection factors are generally small (below 3%).
After all these corrections, the resulting calorimeter jets built from LCW-scale topo-clusters are
referred to as corrected with the LCW+JES scheme.
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Figure 10: Relative jet response (see Equation 3) as a function of ⌘det (the ⌘ of the jet relative to the
geometric centre of the detector) for anti-kt, R = 0.4, LCW jets. The black solid line shows the derived
⌘-intercalibration factors with the bands showing the uncertainty on this correction. The points are the
input data to the calibration formed from the ratio of fits to the balance in data and in Monte Carlo. In
the central reference region (|⌘| < 0.8) there is no calibration by construction. pavg

T is the average pT of
the two jets in the dijet system.
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Figure 11: Ratio of response measured in data to response measured in data for Z+jet, �+jet and multi-
jet balance in-situ analyses. Also shown is the combined correction (black line) with its associated
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The set of 25 uncertainty sources is shown in Table 1 (note that electron and photon energy scales
are correlated and therefore counted together) and is separated into four categories:

• Detector description (det.)

• Physics modelling (model)

• Statistics and method (stat./meth.)

• Mixed detector and modelling (mixed)
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The set of 25 uncertainty sources is shown in Table 1 (note that electron and photon energy scales
are correlated and therefore counted together) and is separated into four categories:

• Detector description (det.)

• Physics modelling (model)

• Statistics and method (stat./meth.)

• Mixed detector and modelling (mixed)
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(b)

Fig. B.2 Relative jet response as a function of ηdet for jets reconstructed with anti-kt algorithm with
radius parameter, R = 0.4. The jets are corrected with the LCW+JES scheme. Results are shown
separately for jets with average transverse momentum (of the two jets in the dijet system) range of
40 < pavg

T < 55 GeV and 220 < pavg
T < 270 GeV. Figure taken from Reference [129].

B.3 Jet energy scale and jet mass scale corrections for large-
R jet

The flow chart of the JES plus jet mass scale (JMS) correction for large-R jet is illustrated
in Figure B.3. Similar to the small-R jets, the large-R jets used in this analysis is corrected
with the LCW+JES scheme described in the previous section. Nonetheless, there is no explicit
origin offset correction as opposed to the small-R jets. Furthermore, there is also no explicit
pile-up correction applied to the large-R jets as their contribution has been removed during the
trimming procedure. In addition, no GSC is applied. The JES and η correction are derived
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B.4 Jet quality requirements

Large-R jets with LCW 
scale constituents

Absolute Eta-JES-JMS 
correction

Residual in-situ 
correction

Jet finding applied to
topological clusters at

LCW scale. Jet trimming is 
applied.

Correct the jet direction, energy 
and mass to the true jet energy at 

particle level.

A final residual JES and JMS 
corrections are derived using in-situ 
measurements by using γ+jet and di-

jet events. 

LCW + JES + JMS Scheme

Fig. B.3 A schematic diagram depicting the JES+JMS correction procedure for large-R jet.

using similar strategies as described in Section B.2. Since the primary goal of the use of
the large-R jet is to reconstruct accurately the jet mass, an explicit JMS correction [126] is
performed on top of the standard energy and η correction. This JMS correction is based on the
di-jet MC events. The procedure is the same as that employed for the JES correction. Figure B.4
shows the average jet energy response (see Equation B.7 for definition) and average jet mass
response (same definition as in Equation B.7 but jet energy is replaced with jet mass) as a
function of the jet’s ηdet in different jet energy bins before and after JES and JMS correction for
trimmed large-R jets. Prior to the correction the energy and mass distribution show considerable
structure due to the position of the different calorimeter boundaries. After the correction, the
position dependence is clearly reduced. A uniform response across the full energy and η range
is restored.

B.4 Jet quality requirements
Reconstructed jet candidates arising from high energy objects produced in a collision event are
labelled as “good jet” while jet candidates coming from background processes are called “fake
jet”. The main sources of fake jets include:

i. Calorimeter noise1:

• Coherent noise due to electromagnetic interference (either pick-up from the on
board digital activity, power supply or external sources) which affects coherently
large groups of EM calorimeter cells.

• Sporadic noise burst or spike in the hadronic calorimeter where almost all of the jet
energy come from just a few noisy calorimeter cells.

1While most of the noise is already identified and rejected by the data quality requirement, a small fraction of
calorimeter noise remains undetected. The noise needs to be rejected by additional criteria.
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(b) Jet energy response after calibration
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(c) Jet mass response before calibration
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Figure 9: Jet energy response of anti-kt R = 1.0 trimmed jets as a function of the jet ⌘det (the ⌘ of the
jet relative to the geometric centre of the detector) before (a) and after (b) the jet energy scale calibration
and the jet mass response before (c) and after (d) the jet mass calibration.

Finally, high-pT jets are calibrated using events in which a system of low-pT jets recoil against a
single high-pT jet (multi-jet balance). These studies are documented in Ref. [17]. This requires the
low-pT system to be well calibrated and so the method can be iterated starting from jets already well
calibrated by other in-situ methods and increasing in pT until the low number of events prevents accurate
calibration. This method covers a range of 300  pT  1700 GeV.

Figure 11 summarises the results of the Z+jet, �+jet and multi-jet balance analyses showing the ratio
of jet response in data and MC. It is observed that across the pT range from 20-2000 GeV the response
agrees in MC and data at the 1% level. The divergence of the response from unity defines the in-situ
calibration which is applied to jets in data. Also it can be seen that there is good agreement and little
tension between the three di↵erent in-situ methods in the regions of phase space where they overlap.

6.1 Combination of In-situ Measurements

The data-to-MC ratio (defined in Equation 3 and shown in Figure 11) from Z+jet, �+jet and multi-jet
balance are combined using the procedure outlined in Ref. [37]. This combination uses the compatibility
of the three in-situ measurements and their associated systematics to produce a combined measurement
of the response ratio with its associated uncertainty.
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(b) Jet energy response after calibration
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(c) Jet mass response before calibration
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Figure 9: Jet energy response of anti-kt R = 1.0 trimmed jets as a function of the jet ⌘det (the ⌘ of the
jet relative to the geometric centre of the detector) before (a) and after (b) the jet energy scale calibration
and the jet mass response before (c) and after (d) the jet mass calibration.

Finally, high-pT jets are calibrated using events in which a system of low-pT jets recoil against a
single high-pT jet (multi-jet balance). These studies are documented in Ref. [17]. This requires the
low-pT system to be well calibrated and so the method can be iterated starting from jets already well
calibrated by other in-situ methods and increasing in pT until the low number of events prevents accurate
calibration. This method covers a range of 300  pT  1700 GeV.

Figure 11 summarises the results of the Z+jet, �+jet and multi-jet balance analyses showing the ratio
of jet response in data and MC. It is observed that across the pT range from 20-2000 GeV the response
agrees in MC and data at the 1% level. The divergence of the response from unity defines the in-situ
calibration which is applied to jets in data. Also it can be seen that there is good agreement and little
tension between the three di↵erent in-situ methods in the regions of phase space where they overlap.

6.1 Combination of In-situ Measurements

The data-to-MC ratio (defined in Equation 3 and shown in Figure 11) from Z+jet, �+jet and multi-jet
balance are combined using the procedure outlined in Ref. [37]. This combination uses the compatibility
of the three in-situ measurements and their associated systematics to produce a combined measurement
of the response ratio with its associated uncertainty.
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(b) Jet energy response after calibration
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(c) Jet mass response before calibration

det
ηJet 

-3 -2 -1 0 1 2 3

M
as

s 
re

sp
on

se
 a

fte
r c

al
ib

ra
tio

n

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2

1.25
1.3

E = 200 GeV
E = 400 GeV
E = 600 GeV
E = 800 GeV
E = 1000 GeV
E = 1500 GeV

ATLAS Simulation Preliminary
 LCW jets with R = 1.0tanti-k

 = 0.3)sub = 0.05, R
cut

Trimmed (f
 = 8 TeVsPythia 8 dijets, 

(d) Jet mass response after calibration

Figure 9: Jet energy response of anti-kt R = 1.0 trimmed jets as a function of the jet ⌘det (the ⌘ of the
jet relative to the geometric centre of the detector) before (a) and after (b) the jet energy scale calibration
and the jet mass response before (c) and after (d) the jet mass calibration.

Finally, high-pT jets are calibrated using events in which a system of low-pT jets recoil against a
single high-pT jet (multi-jet balance). These studies are documented in Ref. [17]. This requires the
low-pT system to be well calibrated and so the method can be iterated starting from jets already well
calibrated by other in-situ methods and increasing in pT until the low number of events prevents accurate
calibration. This method covers a range of 300  pT  1700 GeV.

Figure 11 summarises the results of the Z+jet, �+jet and multi-jet balance analyses showing the ratio
of jet response in data and MC. It is observed that across the pT range from 20-2000 GeV the response
agrees in MC and data at the 1% level. The divergence of the response from unity defines the in-situ
calibration which is applied to jets in data. Also it can be seen that there is good agreement and little
tension between the three di↵erent in-situ methods in the regions of phase space where they overlap.

6.1 Combination of In-situ Measurements

The data-to-MC ratio (defined in Equation 3 and shown in Figure 11) from Z+jet, �+jet and multi-jet
balance are combined using the procedure outlined in Ref. [37]. This combination uses the compatibility
of the three in-situ measurements and their associated systematics to produce a combined measurement
of the response ratio with its associated uncertainty.
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(a) Jet energy response before calibration
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(b) Jet energy response after calibration
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(c) Jet mass response before calibration
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(d) Jet mass response after calibration

Figure 9: Jet energy response of anti-kt R = 1.0 trimmed jets as a function of the jet ⌘det (the ⌘ of the
jet relative to the geometric centre of the detector) before (a) and after (b) the jet energy scale calibration
and the jet mass response before (c) and after (d) the jet mass calibration.

Finally, high-pT jets are calibrated using events in which a system of low-pT jets recoil against a
single high-pT jet (multi-jet balance). These studies are documented in Ref. [17]. This requires the
low-pT system to be well calibrated and so the method can be iterated starting from jets already well
calibrated by other in-situ methods and increasing in pT until the low number of events prevents accurate
calibration. This method covers a range of 300  pT  1700 GeV.

Figure 11 summarises the results of the Z+jet, �+jet and multi-jet balance analyses showing the ratio
of jet response in data and MC. It is observed that across the pT range from 20-2000 GeV the response
agrees in MC and data at the 1% level. The divergence of the response from unity defines the in-situ
calibration which is applied to jets in data. Also it can be seen that there is good agreement and little
tension between the three di↵erent in-situ methods in the regions of phase space where they overlap.

6.1 Combination of In-situ Measurements

The data-to-MC ratio (defined in Equation 3 and shown in Figure 11) from Z+jet, �+jet and multi-jet
balance are combined using the procedure outlined in Ref. [37]. This combination uses the compatibility
of the three in-situ measurements and their associated systematics to produce a combined measurement
of the response ratio with its associated uncertainty.
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Fig. B.4 Jet energy response of large-R jets as a function of the jet’s η (relative to the geometric centre
of the detector) before (a) and after (b) the JES correction and the jet mass response before (c) and after
(d) the JMS correction. Figure adapted from Reference [129].

ii. Beam-induced backgrounds such as beam-gas and beam halo events.

iii. Photons produced by cosmic ray muons overlapping in-time with collision events.

Calorimeter instrumental noise can lead to fake energy deposits not due to particles in
calorimeter cells, which can sometimes be reconstructed as fake jets. As energy deposits arising
from real particles showering in the calorimeters produce a characteristic pulse shape, it can
be used to separate ionisation signals from noise. By comparing the measured pulse with the
expectation from simulation of the electronics response, a pulse quality of the LAr or HEC
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B.4 Jet quality requirements

calorimeter cells can be defined [130, 212]

Qcell =
N

∑
j=1

(
s j −Agphys

j

)2
(B.10)

where A is the measured amplitude of the signal (computed with a number of sample cells, N), s j

is the amplitude (in ADC counts) of each sample pulse, j, and gphys
j is the normalised predicted

ionisation pulse shape. Qcelland several other jet-level quantities are used to discriminate noise
from real energy deposits, they include

• ⟨Q⟩ — The normalised average jet quality, defined as the energy-squared weighted
average of the pulse quality of the calorimeter cells in the jet.

• f LAr
Q — The fraction of the energy in LAr calorimeter cells with poor signal shape quality

(Qcell > 4000).

• f HEC
Q — The fraction of the energy in the HEC calorimeter cells with poor signal shape

quality (Qcell > 4000).

• fLAr or HEC — The energy deposited in the calorimeter, divided by the total jet energy.

• Eneg — Energy of the jet originating from cells with negative energy due to the cell-signal
baseline fluctuations introduced predominantly by pile-up and, to a lesser extent, by
electronic noise.

Sporadic noise bursts in the HEC can produce large signal, typically contained in just a few
calorimeter cells Jets reconstructed from these problematic cells usually have large fHEC,
f HEC
Q , and ⟨Q⟩ values. Due to the capacitive coupling between channels, the neighbouring

calorimeter cells will have an apparent negative energy Eneg. Likewise, fake jets stemming
from the coherent noise in the LAr EM calorimeter are characterised by large fLAr, f LAr

Q , as
well as ⟨Q⟩ values.

Table B.3 Variables used in the jet quality selection [130, 131].

Background type Cut value
LAr EM coherent noise fLAr > 0.95 AND | f LAr

Q |> 0.8 AND ⟨Q⟩> 0.8 AND |η |< 2.8

HEC noise burst
fHEC > 0.5 AND | f HEC

Q |> 0.5 AND ⟨Q⟩> 0.8
OR

Eneg > 60 GeV

Beam-induced and cosmic muons

fLAr < 0.05 AND fchrg < 0.05 AND |η |< 2
OR

fLAr < 0.05 AND |η | ≥ 2
OR

fmax > 0.99 AND |η |< 2
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Supplements to objects reconstruction

To reject fake jets originating from beam-induced and cosmic muons background, the
jet energy deposits in the direction of the shower development can be employed. Examples
of discriminating variables are the maximum energy fraction in any single calorimeter layer
(relative to the total jet energy), fmax as well as fLAr or HEC. In addition, the jet charged particle
fraction, fchrg, defined as the ratio of the scalar sum of the pT of the tracks associated with
the jet divided by jet pT, is another powerful variable to discriminate collision jets from fake
jets. This is because real jets contain charged hadrons are usually also reconstructed by the
tracking system while fake jets typically have no associated tracks. The threshold values for
these discriminating variables are summarised in Table B.3.

The jet quality selection efficiency is better than 99.8% for real jet with pT > 20 GeV
while at the same time rejects most of the fake jets [130, 131]. Its performance in data is well
reproduced by the MC simulation.

194



Appendix C

Cutflow and selection efficiency

C.1 Cutflow for background
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Cutflow and selection efficiency

Table C.1 The expected event yields for each background at each selection stage. The uncertainties
include statistical error only.

Diboson Z+jets SingleTop Vh
0-lepton preselection 25179.2 ± 38.1 34419.7 ± 157.1 24820.4 ± 135.5 316.0 ± 1.5

Emiss
T > 200 4122.4 ± 15.1 4315.1 ± 35.9 3252.8 ± 46.7 67.7 ± 0.7

|∆φmin(Emiss
T , ji)|> 1.0 2061.7 ± 9.5 575.5 ± 25.8 792.2 ± 22.6 41.4 ± 0.5

|∆φ(Emiss
T , pmiss

T )|< pi/2 2028.6 ± 9.4 454.2 ± 25.5 743.2 ± 22.0 40.9 ± 0.5
nJ ≥ 1 282.5 ± 3.3 29.4 ± 1.2 71.9 ± 6.9 6.4 ± 0.2

J1 pT > 350 GeV 145.6 ± 2.4 12.6 ± 0.8 36.4 ± 4.7 3.4 ± 0.1
n jtrk ≥ 1 145.3 ± 2.3 12.6 ± 0.8 36.4 ± 4.7 3.3 ± 0.1
n jtrk ≥ 2 83.6 ± 1.8 3.7 ± 0.3 16.7 ± 2.8 2.4 ± 0.1
n jtrk

b
≥ 1 16.3 ± 0.7 0.5 ± 0.1 8.1 ± 2.0 2.1 ± 0.1

n jtrk
b

== 2 3.0 ± 0.2 0.1 ± 0.1 1.2 ± 0.6 1.2 ± 0.1
90 GeV < mJ < 150 GeV 1.0 ± 0.1 0.1 ± 0.1 0.3 ± 0.3 1.1 ± 0.1

Emiss
T > 300 GeV 0.9 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 1.0 ± 0.1

Emiss
T > 400 GeV 0.6 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.6 ± 0.1

W+jets tt̄ Zνν QCD multi-jet
0-lepton preselection 1298683.2 ± 762.9 139522.5 ± 185.3 116886.2 ± 187.4 -

Emiss
T > 200 118012.8 ± 171.4 17222.0 ± 63.1 116886.1 ± 187.4 -

|∆φmin(Emiss
T , ji)|> 1.0 55277.7 ± 130.2 3524.8 ± 29.2 93917.6 ± 167.8 -

|∆φ(Emiss
T , pmiss

T )|< pi/2 53534.7 ± 128.3 3397.2 ± 28.6 90505.2 ± 164.8 -
nJ ≥ 1 5654.3 ± 28.4 250.1 ± 7.3 10935.3 ± 60.5 -

J1 pT > 350 GeV 2532.1 ± 16.4 87.8 ± 4.3 5113.5 ± 41.9 -
n jtrk ≥ 1 2513.0 ± 15.0 87.8 ± 4.3 5107.7 ± 41.9 -
n jtrk ≥ 2 700.1 ± 7.2 69.7 ± 3.8 1383.3 ± 21.8 -
n jtrk

b
≥ 1 68.7 ± 2.0 42.6 ± 2.9 190.3 ± 8.1 -

n jtrk
b

== 2 5.3 ± 0.5 4.5 ± 0.9 16.0 ± 2.4 -
90 GeV < mJ < 150 GeV 1.7 ± 0.2 1.1 ± 0.5 8.5 ± 1.7 -

Emiss
T > 300 GeV 1.4 ± 0.2 0.8 ± 0.4 7.0 ± 1.6 < 0.0 ± 0.04

Emiss
T > 400 GeV 0.8 ± 0.2 0.6 ± 0.3 5.2 ± 1.4 < 0.0 ± 0.04

Total Bkgds
0-lepton preselection 1639827.4 ± 834.2

Emiss
T > 200 263878.8 ± 268.6

|∆φmin(Emiss
T , ji)|> 1.0 156190.8 ± 217.4

|∆φ(Emiss
T , pmiss

T )|< pi/2 150704.1 ± 213.7
nJ ≥ 1 17229.9 ± 67.7

J1 pT > 350 GeV 7931.3 ± 45.5
n jtrk ≥ 1 7906.1 ± 45.0
ntrk j ≥ 2 2259.5 ± 23.5
n jtrk

b
≥ 1 328.6 ± 9.1

n jtrk
b

== 2 31.3 ± 2.7
90 GeV < mJ < 150 GeV 13.7 ± 1.8

Emiss
T > 300 GeV 11.2 ± 1.7

Emiss
T > 400 GeV 7.7 ± 1.4
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C.2 Cutflow for signals

C.2 Cutflow for signals

mx1_xgxFhDh mx65_xgxFhDh mx100_xgxFhDh mx500_xgxFhDh mx1000_xgxFhDh
Intial 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9
0-lepton preselection 174.3 ± 0.9 175.3 ± 0.9 175.8 ± 0.9 180.2 ± 0.9 181.7 ± 0.9
Emiss

T > 200 154.4 ± 0.8 156.6 ± 0.8 157.9 ± 0.8 168.9 ± 0.8 172.2 ± 0.9
|∆φmin(Emiss

T , ji
akt4)|> 1.0 125.6 ± 0.7 127.2 ± 0.7 127.9 ± 0.7 135.9 ± 0.8 140.2 ± 0.8

|∆φ(Emiss
T , pmiss

T )|< pi/2 125.6 ± 0.7 127.2 ± 0.7 127.9 ± 0.7 135.8 ± 0.8 140.2 ± 0.8
n jakt10Trimmed ≥ 1 96.2 ± 0.6 98.1 ± 0.6 99.9 ± 0.6 114.8 ± 0.7 122.0 ± 0.7
j0
akt10Trimmed pT > 350 GeV 84.8 ± 0.6 86.5 ± 0.6 88.6 ± 0.6 105.4 ± 0.7 113.1 ± 0.7

ntrk j ≥ 1 84.8 ± 0.6 86.4 ± 0.6 88.6 ± 0.6 105.4 ± 0.7 113.1 ± 0.7
ntrk j ≥ 2 57.4 ± 0.5 57.9 ± 0.5 58.8 ± 0.5 65.8 ± 0.5 68.7 ± 0.5
nbtrk j ≥ 1 51.2 ± 0.5 51.8 ± 0.5 52.6 ± 0.5 58.4 ± 0.5 60.9 ± 0.5
nbtrk j == 2 28.3 ± 0.3 28.2 ± 0.3 28.5 ± 0.3 31.1 ± 0.4 32.1 ± 0.4
90 GeV < mJ < 150 GeV 24.8 ± 0.3 24.6 ± 0.3 24.6 ± 0.3 26.6 ± 0.3 27.9 ± 0.3
Emiss

T > 300 GeV 24.6 ± 0.3 24.5 ± 0.3 24.5 ± 0.3 26.6 ± 0.3 27.9 ± 0.3
Emiss

T > 400 GeV 21.6 ± 0.3 21.5 ± 0.3 21.6 ± 0.3 24.2 ± 0.3 25.6 ± 0.3

Table C.2 xgxFhDh signal yield (signal cross section scaled to 10 fb). The uncertainties include statistical
errors only.

mx1_xdxhDh mx65_xdxhDh mx100_xdxhDh mx500_xdxhDh mx1000_xdxhDh
Intial 203.5 ± 0.9 202.7 ± 0.9 203.0 ± 0.9 202.4 ± 1.0 203.0 ± 0.9
0-lepton preselection 59.4 ± 0.5 135.4 ± 0.8 148.5 ± 0.8 173.7 ± 1.0 176.8 ± 0.9
Emiss

T > 200 22.6 ± 0.3 83.1 ± 0.6 101.7 ± 0.7 155.6 ± 0.9 163.7 ± 0.8
|∆φmin(Emiss

T , ji
akt4)|> 1.0 17.6 ± 0.3 62.0 ± 0.5 75.9 ± 0.6 101.1 ± 0.7 100.7 ± 0.7

|∆φ(Emiss
T , pmiss

T )|< pi/2 17.6 ± 0.3 61.9 ± 0.5 75.9 ± 0.6 101.1 ± 0.7 100.6 ± 0.7
n jakt10Trimmed ≥ 1 5.9 ± 0.2 27.8 ± 0.3 37.5 ± 0.4 77.1 ± 0.6 83.5 ± 0.6
j0
akt10Trimmed pT > 350 GeV 4.0 ± 0.1 20.2 ± 0.3 27.9 ± 0.3 67.5 ± 0.6 75.6 ± 0.6

ntrk j ≥ 1 4.0 ± 0.1 20.2 ± 0.3 27.9 ± 0.3 67.4 ± 0.6 75.6 ± 0.6
ntrk j ≥ 2 3.1 ± 0.1 15.3 ± 0.3 20.9 ± 0.3 47.5 ± 0.5 51.4 ± 0.5
nbtrk j ≥ 1 2.8 ± 0.1 13.6 ± 0.2 18.3 ± 0.3 41.1 ± 0.5 44.1 ± 0.4
nbtrk j == 2 1.6 ± 0.1 7.4 ± 0.2 10.0 ± 0.2 22.1 ± 0.3 22.6 ± 0.3
90 GeV < mJ < 150 GeV 1.4 ± 0.1 6.2 ± 0.2 8.5 ± 0.2 17.7 ± 0.3 17.6 ± 0.3
Emiss

T > 300 GeV 1.4 ± 0.1 6.2 ± 0.2 8.3 ± 0.2 17.5 ± 0.3 17.4 ± 0.3
Emiss

T > 400 GeV 1.0 ± 0.1 4.7 ± 0.1 6.5 ± 0.2 15.4 ± 0.3 15.9 ± 0.3

Table C.3 xdxhDh signal yield (signal cross section scaled to 10 fb). The uncertainties include statistical
error only.
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Cutflow and selection efficiency

mx1_xxhhg5 mx65_xxhhg5 mx100_xxhhg5 mx500_xxhhg5 mx1000_xxhhg5
Intial 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9
0-lepton preselection 141.6 ± 0.8 146.6 ± 0.8 157.1 ± 0.8 175.7 ± 0.9 179.2 ± 0.9
Emiss

T > 200 87.9 ± 0.6 95.9 ± 0.6 117.9 ± 0.7 161.1 ± 0.8 168.6 ± 0.8
|∆φmin(Emiss

T , ji
akt4)|> 1.0 58.5 ± 0.5 63.1 ± 0.5 76.8 ± 0.6 94.8 ± 0.6 95.9 ± 0.6

|∆φ(Emiss
T , pmiss

T )|< pi/2 58.5 ± 0.5 63.1 ± 0.5 76.8 ± 0.6 94.7 ± 0.6 95.8 ± 0.6
n jakt10Trimmed ≥ 1 24.9 ± 0.3 28.6 ± 0.3 41.6 ± 0.4 75.7 ± 0.6 82.4 ± 0.6
j0
akt10Trimmed pT > 350GeV 17.3 ± 0.3 20.4 ± 0.3 31.4 ± 0.4 67.5 ± 0.5 76.1 ± 0.6

ntrk j ≥ 1 17.3 ± 0.3 20.4 ± 0.3 31.4 ± 0.4 67.4 ± 0.5 76.1 ± 0.6
ntrk j ≥ 2 12.9 ± 0.2 15.2 ± 0.3 23.3 ± 0.3 47.3 ± 0.4 50.8 ± 0.5
nbtrk j ≥ 1 11.2 ± 0.2 13.1 ± 0.2 20.2 ± 0.3 40.6 ± 0.4 43.3 ± 0.4
nbtrk j == 2 6.5 ± 0.2 7.2 ± 0.2 11.3 ± 0.2 21.4 ± 0.3 21.8 ± 0.3
90 GeV < mJ < 150 GeV 5.2 ± 0.1 5.9 ± 0.2 9.3 ± 0.2 16.5 ± 0.3 16.6 ± 0.3
Emiss

T > 300 GeV 5.0 ± 0.1 5.7 ± 0.2 9.1 ± 0.2 16.2 ± 0.3 16.4 ± 0.3
Emiss

T > 400 GeV 3.8 ± 0.1 4.3 ± 0.1 7.2 ± 0.2 14.4 ± 0.2 15.1 ± 0.2

Table C.4 xxhhg5 signal yield (signal cross section scaled to 10 fb). The uncertainties include statistical
error only.

mx1_xxhh mx65_xxhh mx100_xxhh mx500_xxhh mx1000_xxhh
Intial 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9 202.8 ± 0.9
0-lepton preselection 141.5 ± 0.8 144.4 ± 0.8 154.4 ± 0.8 174.6 ± 0.9 178.5 ± 0.9
Emiss

T > 200 87.9 ± 0.6 92.9 ± 0.6 111.4 ± 0.7 159.7 ± 0.8 168.1 ± 0.8
|∆φmin(Emiss

T , ji
akt4)|> 1.0 58.5 ± 0.5 62.3 ± 0.5 73.0 ± 0.6 94.2 ± 0.6 96.6 ± 0.6

|∆φ(Emiss
T , pmiss

T )|< pi/2 58.5 ± 0.5 62.3 ± 0.5 72.9 ± 0.6 94.1 ± 0.6 96.5 ± 0.6
n jakt10Trimmed ≥ 1 24.1 ± 0.3 26.5 ± 0.3 37.2 ± 0.4 74.5 ± 0.6 82.6 ± 0.6
j0
akt10Trimmed pT > 350GeV 16.8 ± 0.3 18.8 ± 0.3 27.5 ± 0.3 66.2 ± 0.5 76.1 ± 0.6

ntrk j ≥ 1 16.8 ± 0.3 18.8 ± 0.3 27.5 ± 0.3 66.2 ± 0.5 76.1 ± 0.6
ntrk j ≥ 2 12.3 ± 0.2 14.1 ± 0.2 20.6 ± 0.3 46.8 ± 0.4 50.6 ± 0.5
nbtrk j ≥ 1 10.6 ± 0.2 12.2 ± 0.2 17.7 ± 0.3 40.0 ± 0.4 42.9 ± 0.4
nbtrk j == 2 5.7 ± 0.2 6.6 ± 0.2 9.8 ± 0.2 21.0 ± 0.3 22.0 ± 0.3
90 GeV < mJ < 150 GeV 4.7 ± 0.1 5.5 ± 0.1 8.0 ± 0.2 16.5 ± 0.3 16.5 ± 0.3
Emiss

T > 300 GeV 4.5 ± 0.1 5.3 ± 0.1 7.7 ± 0.2 16.2 ± 0.3 16.3 ± 0.3
Emiss

T > 400 GeV 3.3 ± 0.1 4.0 ± 0.1 6.1 ± 0.2 14.5 ± 0.2 14.9 ± 0.2

Table C.5 xxhh signal yield (signal cross section scaled to 10 fb). The uncertainties include statistical
error only.
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C.3 Signal selection efficiency

Table C.6 Absolute and relative signal selection efficiency for mono-H operator xgxFhDh with different
DM mass (mχ =1-1000 GeV).

mx1_xgxFhDh mx65_xgxFhDh mx100_xgxFhDh mx500_xgxFhDh mx1000_xgxFhDh
Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel.

0-lepton preselection 0.86 0.86 0.86 0.86 0.87 0.87 0.89 0.89 0.90 0.90
Emiss

T > 200 0.76 0.89 0.77 0.89 0.78 0.90 0.83 0.94 0.85 0.95
|∆φmin(Emiss

T , ji)|> 1.0 0.62 0.81 0.63 0.81 0.63 0.81 0.67 0.81 0.69 0.82
|∆φ(Emiss

T , pmiss
T )|< pi/2 0.62 1.00 0.63 1.00 0.63 1.00 0.67 1.00 0.69 1.00

nJ ≥ 1 0.48 0.77 0.48 0.77 0.49 0.78 0.57 0.85 0.60 0.87
pJ1

T > 350 GeV 0.42 0.88 0.43 0.88 0.44 0.89 0.52 0.92 0.56 0.93
n jtrk ≥ 1 0.42 1.00 0.43 1.00 0.44 1.00 0.52 1.00 0.56 1.00
n jtrk ≥ 2 0.28 0.68 0.29 0.67 0.29 0.66 0.32 0.62 0.34 0.61
n jtrk

b
≥ 1 0.25 0.89 0.26 0.89 0.26 0.89 0.29 0.89 0.30 0.89

n jtrk
b

== 2 0.14 0.55 0.14 0.55 0.14 0.54 0.15 0.53 0.16 0.53
90 GeV < mJ1 < 150 GeV 0.12 0.88 0.12 0.87 0.12 0.86 0.13 0.86 0.14 0.87

Emiss
T > 300 GeV 0.12 0.99 0.12 1.00 0.12 1.00 0.13 1.00 0.14 1.00

Emiss
T > 400 GeV 0.11 0.88 0.11 0.88 0.11 0.88 0.12 0.91 0.13 0.92

Table C.7 Absolute and relative signal selection efficiency for mono-H operator xdxhDh with different
DM mass (mχ =1-1000 GeV).

mx1_xdxhDh mx65_xdxhDh mx100_ xdxhDh mx500_xdxhDh mx1000_xdxhDh
Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel.

0-lepton preselection 0.29 0.29 0.67 0.67 0.73 0.73 0.86 0.86 0.87 0.87
Emiss

T > 200 0.11 0.38 0.41 0.61 0.50 0.68 0.77 0.90 0.81 0.93
|∆φmin(Emiss

T , ji)|> 1.0 0.09 0.78 0.31 0.75 0.37 0.75 0.50 0.65 0.50 0.62
|∆φ(Emiss

T , pmiss
T )|< pi/2 0.09 1.00 0.31 1.00 0.37 1.00 0.50 1.00 0.50 1.00

nJ ≥ 1 0.03 0.34 0.14 0.45 0.19 0.50 0.38 0.76 0.41 0.83
pJ1

T > 350 GeV 0.02 0.68 0.10 0.73 0.14 0.74 0.33 0.87 0.37 0.91
n jtrk ≥ 1 0.02 1.00 0.10 1.00 0.14 1.00 0.33 1.00 0.37 1.00
n jtrk ≥ 2 0.02 0.77 0.08 0.76 0.10 0.75 0.24 0.71 0.25 0.68
n jtrk

b
≥ 1 0.01 0.89 0.07 0.88 0.09 0.88 0.20 0.86 0.22 0.86

n jtrk
b

== 2 0.01 0.58 0.04 0.55 0.05 0.55 0.11 0.54 0.11 0.51
90 GeV < mJ1 < 150 GeV 0.01 0.89 0.03 0.84 0.04 0.84 0.09 0.80 0.09 0.78

Emiss
T > 300 GeV 0.01 0.98 0.03 0.99 0.04 0.98 0.09 0.99 0.09 0.99

Emiss
T > 400 GeV 0.00 0.69 0.02 0.76 0.03 0.79 0.08 0.88 0.08 0.91
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Table C.8 Absolute and relative signal selection efficiency for mono-H operator xxhhg5 with different
DM mass (mχ =1-1000 GeV).

mx1_xxhhg5 mx65_xxhhg5 mx100_xxhhg5 mx500_xxhhg5 mx1000_xxhhg5
Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel.

0-lepton preselection 0.70 0.70 0.72 0.72 0.77 0.77 0.87 0.87 0.88 0.88
Emiss

T > 200 0.43 0.62 0.47 0.65 0.58 0.75 0.79 0.92 0.83 0.94
|∆φmin(Emiss

T , ji)|> 1.0 0.29 0.67 0.31 0.66 0.38 0.65 0.47 0.59 0.47 0.57
|∆φ(Emiss

T , pmiss
T )|< pi/2 0.29 1.00 0.31 1.00 0.38 1.00 0.47 1.00 0.47 1.00

nJ ≥ 1 0.12 0.43 0.14 0.45 0.21 0.54 0.37 0.80 0.41 0.86
pJ1

T > 350 GeV 0.09 0.69 0.10 0.71 0.16 0.76 0.33 0.89 0.38 0.92
n jtrk ≥ 1 0.09 1.00 0.10 1.00 0.16 1.00 0.33 1.00 0.38 1.00
n jtrk ≥ 2 0.06 0.75 0.08 0.74 0.12 0.74 0.23 0.70 0.25 0.67
n jtrk

b
≥ 1 0.06 0.87 0.07 0.87 0.10 0.87 0.20 0.86 0.21 0.85

n jtrk
b

== 2 0.03 0.58 0.04 0.55 0.06 0.56 0.11 0.53 0.11 0.50
90 GeV < mJ1 < 150 GeV 0.03 0.81 0.03 0.82 0.05 0.83 0.08 0.77 0.08 0.76

Emiss
T > 300 GeV 0.02 0.96 0.03 0.96 0.04 0.97 0.08 0.98 0.08 0.99

Emiss
T > 400 GeV 0.02 0.76 0.02 0.75 0.04 0.79 0.07 0.89 0.07 0.92

Table C.9 Absolute and relative signal selection efficiency for mono-H operator xxhh with different DM
mass (mχ =1-1000 GeV).

mx1_xxhh mx65_xxhh mx100_xxhh mx500_xxhh mx1000_xxhh
Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel. Abs. Rel.

0-lepton preselection 0.70 0.70 0.71 0.71 0.76 0.76 0.86 0.86 0.88 0.88
Emiss

T > 200 0.43 0.62 0.46 0.64 0.55 0.72 0.79 0.91 0.83 0.94
|∆φmin(Emiss

T , ji)|> 1.0 0.29 0.67 0.31 0.67 0.36 0.66 0.47 0.59 0.48 0.58
|∆φ(Emiss

T , pmiss
T )|< pi/2 0.29 1.00 0.31 1.00 0.36 1.00 0.47 1.00 0.48 1.00

nJ ≥ 1 0.12 0.41 0.13 0.43 0.18 0.51 0.37 0.79 0.41 0.86
pJ1

T > 350 GeV 0.08 0.70 0.09 0.71 0.14 0.74 0.33 0.89 0.38 0.92
n jtrk ≥ 1 0.08 1.00 0.09 1.00 0.14 1.00 0.33 1.00 0.38 1.00
n jtrk ≥ 2 0.06 0.73 0.07 0.75 0.10 0.75 0.23 0.71 0.25 0.67
n jtrk

b
≥ 1 0.05 0.86 0.06 0.87 0.09 0.86 0.20 0.85 0.21 0.85

n jtrk
b

== 2 0.03 0.54 0.03 0.55 0.05 0.55 0.10 0.53 0.11 0.51
90 GeV < mJ1 < 150 GeV 0.02 0.82 0.03 0.83 0.04 0.82 0.08 0.79 0.08 0.75

Emiss
T > 300 GeV 0.02 0.96 0.03 0.97 0.04 0.97 0.08 0.98 0.08 0.98

Emiss
T > 400 GeV 0.02 0.72 0.02 0.75 0.03 0.79 0.07 0.89 0.07 0.92
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Appendix D

Acceptance and Selection Efficiency

As described in Section 8.3 we may compute a specific BSM production cross section by
evaluating the total efficiency (A× ε)i of the analysis selection. We cab then set a limit on:

σ
i
BSM =

σvis

(A× ε)i (D.1)

The product (A× ε) potentially contains both theoretical and experimental uncertainties,
and care must be taken to handle correlations between these systematics and those of the SM
Higgs yield prediction.

If one is not able to compute the fully-reconstructed total selection efficiency, the fiducial
cross section σ f id = (σBSM ×A) may be used instead. Because the fiducial cross section already
has the experimental uncertainty from reconstruction efficiency folded in, one only needs to
calculate the parton-level fiducial acceptance A:

σ
i
BSM =

σ f id

Ai (D.2)

However, care must be taken to ensure that the reconstruction efficiency used in the definition
of the fiducial cross section is valid for the model under consideration.

The fiducial acceptance and total efficiencies for each operator considered in this study are
listed in Table D.1 and Table D.2.
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Acceptance and Selection Efficiency

Signal Model Acceptance*Eff (%) Acceptance (%) Efficiency (%)
mx1_xdxhDh 0.69± 0.04 2.00± 0.06 34.28± 2.16

mx65_xdxhDh 3.04± 0.08 9.57± 0.14 31.72± 0.94
mx100_xdxhDh 4.10± 0.09 12.83± 0.16 31.95± 0.81
mx500_xdxhDh 8.61± 0.15 21.71± 0.21 39.66± 0.78

mx1000_xdxhDh 8.59± 0.13 28.24± 0.24 30.41± 0.53
mx1_xgxFhDh 12.14± 0.16 35.07± 0.26 34.62± 0.52

mx65_xgxFhDh 12.10± 0.16 35.42± 0.27 34.17± 0.51
mx100_xgxFhDh 12.08± 0.16 35.98± 0.27 33.57± 0.50
mx500_xgxFhDh 13.10± 0.16 39.82± 0.28 32.91± 0.47
mx1000_xgxFhDh 13.74± 0.17 41.35± 0.29 33.24± 0.46

mx1_xxhhg5 2.48± 0.07 7.82± 0.13 31.67± 1.04
mx65_xxhhg5 2.79± 0.07 9.32± 0.14 29.93± 0.92

mx100_xxhhg5 4.48± 0.09 13.86± 0.17 32.30± 0.79
mx500_xxhhg5 8.00± 0.13 26.36± 0.23 30.36± 0.55

mx1000_xxhhg5 8.10± 0.13 27.70± 0.24 29.23± 0.52
mx1_xxhh 2.21± 0.07 7.65± 0.12 28.87± 0.99

mx65_xxhh 2.62± 0.07 8.45± 0.13 31.04± 0.98
mx100_xxhh 3.82± 0.09 12.18± 0.16 31.36± 0.83
mx500_xxhh 8.01± 0.13 26.10± 0.23 30.67± 0.56
mx1000_xxhh 8.02± 0.13 27.54± 0.23 29.10± 0.52

Table D.1 Fiducial acceptances and selection efficiencies for EFT for Emiss
T > 300 GeV.
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Signal Model Acceptance*Eff (%) Acceptance (%) Efficiency (%)
mx1_xdxhDh 0.47± 0.03 1.19± 0.05 39.57± 3.06

mx65_xdxhDh 2.32± 0.07 6.22± 0.11 37.26± 1.28
mx100_xdxhDh 3.22± 0.08 8.81± 0.13 36.52± 1.06
mx500_xdxhDh 7.58± 0.14 18.44± 0.19 41.11± 0.86

mx1000_xdxhDh 7.86± 0.13 25.22± 0.22 31.16± 0.57
mx1_xgxFhDh 10.63± 0.15 29.01± 0.24 36.65± 0.59

mx65_xgxFhDh 10.62± 0.15 29.61± 0.24 35.88± 0.58
mx100_xgxFhDh 10.63± 0.15 30.16± 0.25 35.23± 0.56
mx500_xgxFhDh 11.92± 0.15 35.02± 0.26 34.04± 0.51
mx1000_xgxFhDh 12.62± 0.16 36.93± 0.27 34.16± 0.50

mx1_xxhhg5 1.86± 0.06 5.03± 0.10 37.07± 1.43
mx65_xxhhg5 2.11± 0.07 6.13± 0.11 34.39± 1.23

mx100_xxhhg5 3.54± 0.08 9.90± 0.14 35.76± 0.99
mx500_xxhhg5 7.12± 0.12 22.85± 0.21 31.18± 0.60

mx1000_xxhhg5 7.43± 0.12 25.17± 0.22 29.51± 0.55
mx1_xxhh 1.61± 0.06 4.74± 0.10 33.87± 1.38

mx65_xxhh 1.98± 0.06 5.52± 0.11 35.90± 1.33
mx100_xxhh 3.03± 0.08 8.47± 0.13 35.72± 1.07
mx500_xxhh 7.13± 0.12 22.66± 0.21 31.47± 0.61
mx1000_xxhh 7.34± 0.12 25.00± 0.22 29.35± 0.55

Table D.2 Fiducial acceptances and selection efficiencies for EFT for Emiss
T > 400 GeV.
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Appendix E

Jet image with deep Convolutional Neural
Network

In Section 9.1 we have seen that the DNN provides a rather powerful discrimination between
large-R jets originating from H → bb̄ by using several high-level physics-inspired discriminating
variables (jet mass, jet pT jet multiplicity, b-tagging and e.t.c) as inputs. These variables are
carefully engineered with guidance from physics theory. As powerful as they can be, there
could be a considerable wealth of information inside a jet that is not yet fully exploited. In the
attempt to extract this “hypothesised” low-level information contained in a jet, we borrow an
advanced Computer Vision technique called Convolutional Neural Network (CNN).

CNN is a type of feed-forward artificial neural network that have proven to be very effective
in areas such as image recognition and classification. It is the state of the art tool for most
machine learning practitioners today for identifying images. The primary purpose of CNN is to
automatically extract features from the input image. This is in contrast to the more conventional
neural network where extensive feature engineering is often necessary. In order to capitalise this
aspect of the CNN for jet tagging, we first need to represent a jet as an image. This procedure
is detailed in Section E.1 below. We also use the output of CNN as an new input to the DNN.
The performance of the CNN discriminant and the combination of both CNN and DNN are
compared. The result will be shown in Section E.4.

E.1 Jet images as input to CNN
The jet images are built from LCW topo-clusters. As explained in Appendix B.1, topo-clusters
are three-dimensional “energy blobs” representing the showers developing for each particle
entering the calorimeter. However, they can be approximated (projected in η −φ plane) as a
single layered grid of cluster with size of ∆η ×∆φ = 0.1x0.1 (to match the hadronic calorimeter
granularity), without loss of generality. The grid spans [-1.2, 1.2] in η −φ plane with its centre
coincide with the centre of the large-R jet axis. This yields a total of 25x25 elements or pixels
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Jet image with deep Convolutional Neural Network

(henceforth, we will refer to each element within a jet-image as pixels). The intensity of each
pixel is given by the sum of the energy of all clusters of the jet inside that pixel, normalised
to the total jet energy. Some example of jet images constructed in this way are illustrated in
Figure E.1-Figure E.4.

eta
-1 -0.5 0 0.5 1

ph
i

-1

-0.5

0

0.5

1

track jet axis
b-Hadron axis
subjet axis
0-th subjet clusters
1-th subjet clusters

: 298.14 GeV
jet

T
p

: 124.72 GeV
jet

Mass

(a)

eta
-1 -0.5 0 0.5 1

ph
i

-1

-0.5

0

0.5

1

track jet axis
b-Hadron axis
subjet axis
0-th subjet clusters
1-th subjet clusters

: 554.26 GeV
jet

T
p

: 126.86 GeV
jet

Mass

(b)

eta
-1 -0.5 0 0.5 1

ph
i

-1

-0.5

0

0.5

1

track jet axis
b-Hadron axis
subjet axis
0-th subjet clusters
1-th subjet clusters

: 796.22 GeV
jet

T
p

: 102.45 GeV
jet

Mass

(c)

eta
-1 -0.5 0 0.5 1

ph
i

-1

-0.5

0

0.5

1

track jet axis
b-Hadron axis
subjet axis
0-th subjet clusters

: 1094.60 GeV
jet

T
p

: 121.96 GeV
jet

Mass

(d)

Fig. E.1 The jet image for signal H → bb̄ large-R jet. The size of the boxes represent the fractional jet
energy contained in the corresponding pixel. The large-R jet axis is at the center of the image. Track
jet, B-hadron and subjet axis are superimpose for reference. These axis are not used as input to CNN
training.
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Fig. E.2 The jet image for background jet with 0 B-hadron from Z(→ νν)+jets sample. The size of the
boxes represent the fractional jet energy contained in the corresponding pixel. Track jet, B-hadron and
subjet axis are superimpose for reference. These axis are not used as input to CNN training.
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Fig. E.3 The jet image for background jet with 1 B-hadron from Z(→ νν)+jets sample. The size of the
boxes represent the fractional jet energy contained in the corresponding pixel. Track jet, B-hadron and
subjet axis are superimpose for reference. These axis are not used as input to CNN training.
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Fig. E.4 The jet image for background jet with 2 B-hadron from Z(→ νν)+jets sample. The size of the
boxes represent the fractional jet energy contained in the corresponding pixel. Track jet, B-hadron and
subjet axis are superimpose for reference. These axis are not used as input to CNN training.

Essentially, every image can be represented as a matrix of pixel values. For example, a
colour image from a standard digital camera will have three channels, i.e. red, green and blue.
We can imagine those as three 2D-matrices stacked over each other (one for each colour), each
having pixel values in the range 0 to 255. In some sense, a jet image represents a grayscale
image which has just one channel. The value of each pixel in the matrix will range from 0 to 1
(zero indicating black and 1 indicating white). This 2-D matrix is exactly what serves as an
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input to the CNN. Having constructed the input to CNN, now we turn to the architecture of the
CNN itself.

E.2 CNN architecture
The vast majority of modern CNN used for object recognition are built using the same basic
architecture or scheme, which is composed of a stack of alternating convolution (CONV),
rectified linear unit (ReLU) and max-pooling (POOL) layers followed by a small number of
fully connected (FC) layers. This basic architecture can be represented as [INPUT-CONV-
RELU-POOL-FC]. In more detail:

• INPUT is a [25x25x1] matrix which will hold the raw pixel values of the image.

• CONV layer has a primary purpose to extract features from the input image. It will
compute the output of neurons that are connected to local regions in the input, each
computing a dot product (convolved feature) between their weights and a small region
they are connected to in the input volume. The CONV layers parameters consist of a set
of learnable filters. Every filter is small spatially (along width and height), but extends
through the full depth of the input volume. We specify a CONV layer with nomenclature
[width, height, number of filters].

• RELU layer will apply an element wise (applied per pixel) activation function, such as
the max(0,x)1 thresholding at zero. It replaces all negative pixel values in the convolved
feature by zero. The purpose is to introduce non-linearity in our network, otherwise the
network would only ever be able to compute a linear function.

• POOL layer will perform a downsampling operation along the spatial dimensions (width,
height). It reduces the dimensionality of each convolved feature but retains the most
important information. It also makes the network invariant to small transformations,
distortions and translations in the input image.

• FC layer consist of ordinary Neural Networks that use a Softmax activation function in
the output layer. As the name implies, each neuron in this layer will be connected to all
the numbers in the previous volume. This layer will compute the class scores.

Three hyper-parameters control the size of the output volume: the depth, stride and zero-
padding. First, the depth parameter corresponds to the number of filters we would like to use for
each CONV layer, each learning to look for something different in the input. Next, the stride
parameter specify how far we slide the filter. When the stride is N then the filters jump N pixels

1max(0,x) is used because it can be computed much more efficiently compared to the other more conven-
tional activation functions like the sigmoid and hyperbolic tangent, without making a significant difference to
generalisation accuracy.
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Table E.1 The CNN used to classify a jet as originating from H → bb̄ or not. Each row correspond to a
module. A module consist of a CONV layer followed by RELU layer. Zero-padding is used in each
CONV layer.

Input 25]×25 grayscale image
[3, 3, 96] CONV-RELU with stride = 1
[3, 3, 96] CONV-RELU with stride = 1
[3, 3, 96] CONV-RELU with stride = 2
[3, 3, 96] CONV-RELU with stride = 1
[3, 3, 96] CONV-RELU with stride = 1
[3, 3, 96] CONV-RELU with stride = 2

[3, 3, 192] CONV-RELU with stride = 1
[1, 1, 192] CONV-RELU with stride = 1
[1, 1, 10] CONV-RELU with stride = 2

FC-RELU
FC-RELU

FC-Softmax linear

at a time as we slide them around. Larger stride value will produce smaller output volumes
spatially. Finally, zero-padding allow us to control the spatial size of the output volumes by
padding the input matrix with zeros around the border.

Different variant of CNN can be built by staking multiple [CONV-RELU] and/or [POOL]
layers or by using more complicated activation functions. In general it is a good idea to construct
a larger and deeper networks. It is because the more number of layers we have, the more image
features get extracted and the better our network becomes at recognising patterns in the input
images. Also, a plethora of extensions [213–215] which follow this basic scheme but with more
complex activation functions were recently proposed to enhance networks performance. In our
analysis, we have chosen the former. More precisely, we follow a similar all-convolutional-net
architecture proposed by Jost et. al. [216]. The proposed network replace all max-pooling layer
by a convolutional layer. It offers a much simpler network architecture yet its performance
matches or even slightly outperforms the other state of the art networks which include explicit
(max-)pooling operations in a network. The exact all-convolutional-net architecture is listed in
Table E.1.

E.3 Implementation and training
The CNN is built by using TensorFlow [196] software library. The training and testing sample
are prepared based on the same procedure as described for DNN analysis in Section 9.1.
To recap, the same mono-Higgs(→ bb̄) signal and Z(→ νν)+jets background MC samples
described in Section 3 are used for this study. Leading large-R jets are matched to truth b-
hadron by requiring ∆R(J1,b−Hadron)< 1.0 where b-hadrons direction is taken from the MC
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information. Large-R jet originating from Higgs(→ bb̄) are labeled as “signal” jets whereas
those coming from the QCD multi jet (e.g gluon→ bb̄) are labeled as “background’ jets. All
signal jets are required to have two matching b-hadrons whereas background jets are demanded
to be associated to either 0/1/2 b-hadrons. For training, all leading large-R jets are required
to have pT > 200 GeV. From a total of 505332 (3171982) signal (background) events, 65%
are randomly selected for training. Another 5% of the total events are randomly selected for
validation purpose. The rest are assigned as testing set.

The CNN was trained for a total of 40000 steps. The output of the final FC layer is a
probability score (between 0 and 1) for each large-R jet. Value closer to one means the large-R
jet has higher probability to be of the signal jet that originating from Higgs(→ bb̄) and vice
versa. The distributions of the output score the for signal and background jets are shown in
Figure E.5. A separation between signal and background jets can be clearly seen. By applying
a cut on this probability score, a desire signal selection efficiency and background rejection can
be obtained.
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Fig. E.5 Distribution of the output score of CNN for signal and background large-R jet.

E.4 Performance
To visualise the performance of each CNN, a Receiver Operating Characteristic (ROC) curve in
which background rejection, the inverse of background efficiency is plotted against the signal
efficiency at each cut on probability score, can be used. Similar to the procedures explained in
Section 9.1, to provide a direct performance comparison with our current cut-based analysis,
test samples are constructed from those events subjected to the same signal event selection
up to large-R jet multiplicity (nJ ≥ 1) in Table 5.1. The total events after nJ ≥ 1 selection is
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assigned as the denominator when assessing the selection efficiency. On the other hand, the
numerator will be the leftover events after jet mass cut (cut-based method) and CNN score
cut (CNN method). We also compare the performance with the result obtained using 8-layer
DNN, which has been discussed in Section 9.1. Furthermore, we also treat the CNN output as
an input to the DNN. Two set of DNNs with different inputs are compared. One is the CNN
output plus number of track-jets and number of b-tagged track-jets. By adding the large-R
jet mass, another set is formed. The ROC curves for CNN as well as each DNN variant are
shown in Figure E.6. The selection efficiency for cut-based method is plotted as a red star in
the same plot. The CNN output alone does not perform well but once it is combined with the
other variables, the DNN yields competitive results or even outperform the 8-layer DNN.

The fact that the CNN output alone does not perform well might be due to the way the CNN
is trained. No separated training is performed for each category of background jets (associated
with 0/1/2 b-hadrons). If separate training is performed (i.e. signal jets against background jets
with 0/1/2 b-hadron), more discriminating power can be recovered as evidenced by the CNN
output distributions shown in Figure E.7. Compare to the distribution in Figure E.5, the signal
and background distributions exhibit more pronounced separation. All in all, further investigate
and optimisation is needed as I believe this technique is very promising.
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Fig. E.7 CNN output distribution when training is done separately for signal jets against background jets
with a) 0 b-hadron, b) 1 b-hadrons and c) 2 b-hadrons.

215





Appendix F

Detailed systematics uncertainties

F.1 Systematic uncertainties for SR with Emiss
T > 300 GeV
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Detailed systematics uncertainties

Table F.1 Percent impact of the systematics uncertainties on the total background in the signal region in
Emiss

T > 300 GeV bin

Diboson W+jets tt̄ SM Higgs Zνν Total Bkg.
JetFlavB up 22.4 27.4 9.0 11.2 1.9 6.5
JetFlavB down 10.3 10.4 4.9 10.0 0.5 3.5
JES large-R up 13.2 36.1 6.8 11.7 -0.4 8.2
JES large-R down -9.9 -6.1 -10.7 -11.4 1.1 -1.9
JER large-R 2.8 14.4 -2.8 -2.4 1.0 4.3
JMS large-R up 38.8 -0.2 -14.6 -5.4 0.6 0.8
JMS large-R down -38.0 -2.9 10.6 0.8 -0.0 0.5
JMR large-R 5.1 8.6 -3.9 -0.8 -0.2 -1.0
JES up -1.6 6.3 -6.2 -2.5 0.1 0.5
JES down 2.4 -1.1 3.2 2.2 -0.3 -0.6
JER 1.3 1.2 -0.5 -1.1 0.1 -1.7
JVF up 1.0 3.0 4.1 1.3 0.0 0.6
JVF down -0.0 -0.6 0.0 -0.3 -0.1 -0.2
METScaleSoftTerms up 0.0 0.0 0.0 -0.1 -0.0 -0.0
METScaleSoftTerms down 0.0 0.0 0.0 0.0 0.0 0.0
METResoSoftTerms 0.0 0.0 0.0 -0.1 -0.1 -0.1
PileUpRs up 1.7 11.8 -1.6 2.4 -4.4 -1.6
PileUpRs down 1.8 4.9 -0.6 1.6 -4.7 -2.4
PES up - - - - -0.3 -0.2
PES down - - - - 0.0 0.0
PER - - - - -0.3 -0.2
PhotonID - - - - 4.0 2.5
ttbarPtRW up - - 15.5 - - 1.1
ttbarPtRW down - - -15.5 - - -1.1
ZnnTF up - - - - 5.1 3.2
ZnnTF down - - - - -12.0 -7.5
Cross section 26.0 20.0 7.0 3.1 11.0 7.4
PDF & αs 5.9 5.0 6.0 2.5 - 1.8
Total Sys. Up 53.8 54.4 27.1 18.9 13.9 14.4
Total Sys. Down 48.7 29.9 24.5 17.1 17.7 12.8
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T > 300 GeV

Table F.2 Percent impact of the systematics uncertainties on the signal xgxFhDh in Emiss
T > 300 GeV bin

mx1_xgxFhDh mx65_xgxFhDh mx100_xgxFhDh mx500_xgxFhDh mx1000_xgxFhDh
JetFlavB up 12.1 12.2 12.2 12.6 12.7
JetFlavB down -11.5 -11.6 -11.6 -11.9 -12.0
JES large-R up 2.6 3.0 3.1 2.3 2.1
JES large-R down -3.4 -3.1 -3.1 -2.0 -2.2
JER large-R -0.5 -0.1 -0.0 0.2 -0.0
JMS large-R up -1.2 -1.4 -1.4 -0.9 -0.9
JMS large-R down -1.0 -1.0 -0.8 -1.0 -1.9
JMR large-R -1.0 -1.3 -0.8 -0.5 -0.9
JES up -1.0 -1.0 -1.1 -1.3 -0.8
JES down 1.3 1.2 1.3 1.2 1.1
JER -0.3 0.0 -0.1 0.2 -0.4
JVF up 0.4 0.5 0.4 0.4 0.3
JVF down -0.2 -0.2 -0.2 -0.4 -0.3
METScaleSoftTerms up 0.0 0.0 0.0 0.0 -0.0
METScaleSoftTerms down 0.0 0.0 0.0 0.0 0.0
METResoSoftTerms 0.0 0.0 -0.0 0.0 0.0
PileUp -0.5 -0.8 -0.3 -0.7 0.0
PileDo -0.3 -0.3 -0.1 -0.2 0.0
Total Sys. Up 12.6 12.8 12.7 12.9 13.0
Total Sys. Down 12.2 12.1 12.1 12.2 12.5

mx1_xdxhDh mx65_xdxhDh mx100_xdxhDh mx500_xdxhDh mx1000_xdxhDh
JetFlavBUp 11.2 11.3 11.2 12.2 12.5
JetFlavBDo -10.7 -10.7 -10.7 -11.5 -11.8
JESUp 5.4 6.8 4.7 2.9 2.5
JESDo -10.5 -6.2 -6.2 -2.9 -2.1
JER -0.9 0.4 -0.4 -0.2 0.1
JMSUp -3.7 -1.5 -2.3 -1.2 -1.7
JMSDo -0.2 0.1 0.1 -0.3 -0.1
JMR -1.7 -1.2 -1.3 -1.0 -0.7
Akt4JESUp -1.7 -1.7 -1.8 -1.8 -2.1
Akt4JESDo 3.0 0.8 1.6 2.0 1.4
Akt4JER 0.6 0.2 -0.0 -0.4 -0.5
JVFUp 0.3 0.3 0.6 0.6 0.7
JVFDo 0.0 -0.4 -0.3 -0.3 -0.5
BCHUp 0.6 0.4 0.2 0.2 0.3
BCHDo 0.0 -0.7 -0.3 -0.6 -0.4
METScaleSoftTermsUp 0.0 0.0 0.0 -0.0 0.0
METScaleSoftTermsDo 0.3 -0.1 -0.0 -0.1 0.0
METResoSoftTerms 0.0 -0.3 -0.1 -0.0 0.1
PileUp 0.9 1.2 1.0 -0.5 -0.4
PileDo 0.2 0.5 0.4 -0.1 -0.2
Total Sys. Up 13.3 13.5 12.7 12.8 13.1
Total Sys. Down 15.4 12.5 12.6 12.1 12.2
Stat_err_nominal 5.4 2.6 2.2 1.7 1.5

Table F.3 Percent impact of the systematics uncertainties on the signal xdxhDh in Emiss
T > 300 GeV bin
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mx1_xxhhg5 mx65_xxhhg5 mx100_xxhhg5 mx500_xxhhg5 mx1000_xxhhg5
JetFlavBUp 11.2 11.3 11.3 12.4 12.5
JetFlavBDo -10.7 -10.7 -10.7 -11.7 -11.9
JESUp 6.5 6.6 5.5 2.1 2.1
JESDo -6.0 -5.9 -6.3 -2.6 -2.2
JER 0.9 0.8 -0.2 -0.4 0.0
JMSUp -2.6 -1.7 -2.4 -1.3 -1.0
JMSDo 0.5 1.0 -0.0 -0.2 -0.1
JMR -1.6 -0.4 -1.1 -0.7 -0.6
Akt4JESUp -2.0 -2.0 -1.5 -2.3 -1.8
Akt4JESDo 2.2 3.3 1.6 2.3 2.5
Akt4JER -1.2 -0.6 -0.5 -0.2 0.1
JVFUp 0.7 0.8 0.7 1.1 1.0
JVFDo -0.8 -0.6 -0.5 -0.4 -0.7
BCHUp 0.2 0.1 0.1 0.4 0.2
BCHDo -0.4 -0.4 -0.4 -0.5 -0.6
METScaleSoftTermsUp -0.0 -0.2 -0.0 -0.1 -0.1
METScaleSoftTermsDo 0.0 0.0 0.2 0.1 0.1
METResoSoftTerms -0.1 0.3 0.0 -0.1 -0.1
PileUp -0.3 -0.1 -0.5 -0.4 -1.0
PileDo -0.2 -0.1 -0.2 -0.2 -0.4
Total Sys. Up 13.6 13.4 12.9 12.9 13.0
Total Sys. Down 12.7 12.8 12.6 12.3 12.4
Stat_err_nominal 2.9 2.7 2.1 1.6 1.6

Table F.4 Percent impact of the systematics uncertainties on the signal xxhhg5 in Emiss
T > 300 GeV bin
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F.1 Systematic uncertainties for SR with Emiss
T > 300 GeV

mx1_xxhh mx65_xxhh mx100_xxhh mx500_xxhh mx1000_xxhh
JetFlavBUp 11.1 11.2 11.1 12.3 12.8
JetFlavBDo -10.5 -10.6 -10.6 -11.6 -12.1
JESUp 5.8 6.7 6.2 2.7 2.0
JESDo -6.3 -6.2 -6.1 -3.0 -2.1
JER -0.3 -0.2 0.3 -0.6 -0.1
JMSUp -2.0 -2.5 -2.6 -1.6 -1.5
JMSDo 2.0 -0.8 0.9 -0.4 0.1
JMR -0.8 -2.1 -0.9 -1.0 -0.7
Akt4JESUp -2.0 -1.9 -2.1 -1.9 -1.8
Akt4JESDo 2.4 2.0 1.5 2.4 1.8
Akt4JER -1.5 0.2 -1.3 -0.3 0.5
JVFUp 0.6 0.5 1.0 0.7 0.8
JVFDo -0.9 -0.9 -0.5 -0.4 -0.4
BCHUp 0.2 0.2 0.4 0.3 0.4
BCHDo -0.2 -0.8 -0.5 -0.5 -0.5
METScaleSoftTermsUp -0.2 0.0 -0.0 -0.2 -0.0
METScaleSoftTermsDo 0.0 -0.1 0.0 0.0 0.0
METResoSoftTerms 0.0 -0.1 0.0 -0.0 0.0
PileUp 1.0 0.6 0.4 -0.1 -0.1
PileDo 0.5 0.3 0.2 0.0 -0.1
Total Sys. Up 13.0 13.6 13.3 12.9 13.2
Total Sys. Down 12.9 12.8 12.5 12.3 12.4
Stat_err_nominal 3.0 2.8 2.3 1.6 1.6

Table F.5 Percent impact of the systematics uncertainties on the signal xxhh in Emiss
T > 300 GeV bin
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F.2 Systematic uncertainties for SR with Emiss
T > 400 GeV

Table F.6 Percent impact of the systematics uncertainties on the total background in the signal region in
Emiss

T > 400 GeV bin

Diboson W+jets tt̄ SM Higgs Zνν Total Bkg.
JetFlav up 19.0 37.9 10.9 12.3 0.3 7.0
JetFlav down 11.6 11.2 5.9 10.9 0.3 3.2
JES large-R up 0.7 0.0 0.0 1.0 -0.5 -0.2
JES large-R down -2.5 -0.0 -6.5 -0.0 0.1 -0.1
JER large-R -1.9 -0.0 -8.2 -0.3 0.1 -0.1
JMS large-R up 38.5 -0.3 -32.8 -4.6 1.0 1.3
JMS large-R down -37.4 4.6 21.8 -0.1 -0.0 1.1
JMR large-R -3.0 7.5 -8.0 -1.5 -0.0 -1.5
JES up 4.3 0.5 9.1 3.2 -1.1 -0.1
JES down -7.2 1.4 -1.9 -4.1 0.6 -2.2
JER 0.0 18.9 -6.4 3.0 -1.1 -1.5
JVF up 1.0 -0.0 0.0 2.1 0.0 0.2
JVF down -0.0 -0.0 0.0 0.0 -0.3 -0.2
METScaleSoftTerms up 0.5 0.5 0.0 -0.0 0.0 0.1
METScaleSoftTerms down -0.7 0.0 0.0 0.6 0.0 0.0
METResoSoftTerms -0.6 -6.9 0.0 -0.2 -0.1 -0.8
PileUpRs up 1.7 -1.5 -3.4 0.0 -0.8 -1.9
PileUpRs down 2.1 -0.6 -2.0 0.6 -1.0 -1.4
PES up - - - - -0.4 -0.3
PES down - - - - 0.0 0.0
PER - - - - -0.4 -0.3
PhotonID - - - - 4.0 2.7
ttbarPtRW up - - 16.4 - - 1.3
ttbarPtRW down - - -16.4 - - -1.3
ZnnTF up - - - - 5.1 3.4
ZnnTF down - - - - -11.4 -7.7
Cross Section 30.0 20.0 7.0 3.1 11.0 7.7
PDF & αs 5.9 5.0 6.0 2.5 - 1.6
Total Sys. Up 52.7 48.3 42.5 15.7 13.2 11.8
Total Sys. Down 50.0 32.3 32.8 13.9 16.6 12.2
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F.2 Systematic uncertainties for SR with Emiss
T > 400 GeV

mx1_xgxFhDh mx65_xgxFhDh mx100_xgxFhDh mx500_xgxFhDh mx1000_xgxFhDh
JetFlavBUp 12.5 12.6 12.5 12.9 12.9
JetFlavBDo -11.8 -11.9 -11.9 -12.2 -12.3
JESUp 0.5 0.6 0.5 0.4 0.4
JESDo -0.7 -0.7 -0.6 -0.5 -0.6
JER -0.1 -0.1 -0.1 0.0 -0.2
JMSUp -1.2 -1.4 -1.3 -0.9 -1.0
JMSDo -1.1 -1.2 -1.0 -1.1 -1.9
JMR -1.0 -1.4 -0.8 -0.6 -1.0
Akt4JESUp 0.9 0.9 0.9 0.3 0.5
Akt4JESDo -1.2 -0.6 -0.6 -0.2 -0.6
Akt4JER -0.4 0.0 -0.3 0.2 -0.7
JVFUp 0.4 0.5 0.4 0.4 0.3
JVFDo -0.2 -0.3 -0.2 -0.3 -0.3
BCHUp 0.3 0.3 0.2 0.4 0.3
BCHDo -0.4 -0.4 -0.4 -0.4 -0.4
METScaleSoftTermsUp -0.1 -0.0 0.0 -0.0 -0.1
METScaleSoftTermsDo 0.0 0.1 0.1 0.0 0.0
METResoSoftTerms 0.1 0.0 -0.1 0.0 -0.1
PileUp -0.9 -1.0 -0.7 -0.9 -0.2
PileDo -0.4 -0.4 -0.2 -0.3 -0.1
Total Sys. Up 12.7 12.8 12.7 13.0 13.1
Total Sys. Down 12.0 12.1 12.0 12.3 12.5
Stat_err_nominal 1.4 1.4 1.4 1.3 1.3

Table F.7 Percent impact of the systematics uncertainties on the signal xgxFhDh in Emiss
T > 400 GeV bin

mx1_xdxhDh mx65_xdxhDh mx100_xdxhDh mx500_xdxhDh mx1000_xdxhDh
JetFlavBUp 12.0 11.8 11.7 12.5 12.7
JetFlavBDo -11.4 -11.2 -11.1 -11.8 -12.0
JESUp 0.4 1.8 1.1 1.1 0.7
JESDo -1.4 -1.2 -1.2 -0.9 -1.2
JER -0.5 0.4 -0.2 -0.1 -0.2
JMSUp -3.2 -1.4 -2.5 -1.4 -1.8
JMSDo -0.4 -0.2 0.5 -0.2 0.1
JMR -0.9 -1.0 -1.2 -0.9 -0.7
Akt4JESUp 3.8 1.4 1.4 0.5 -0.7
Akt4JESDo 0.1 -2.9 -2.9 -0.3 -0.1
Akt4JER 2.0 0.4 -0.4 -0.8 -0.2
JVFUp 0.0 0.3 0.6 0.7 0.7
JVFDo 0.0 -0.3 -0.2 -0.4 -0.5
BCHUp 0.4 0.5 0.2 0.2 0.3
BCHDo 0.0 -0.7 -0.2 -0.6 -0.4
METScaleSoftTermsUp -0.1 0.1 -0.1 -0.1 0.0
METScaleSoftTermsDo 0.0 -0.1 -0.2 -0.0 0.0
METResoSoftTerms 0.4 -0.2 -0.3 -0.1 0.1
PileUp 1.7 1.7 0.1 -0.6 -0.8
PileDo 0.6 0.7 -0.1 -0.1 -0.3
Total Sys. Up 13.3 12.3 12.2 12.7 12.9
Total Sys. Down 11.7 11.8 11.6 12.0 12.1
Stat_err_nominal 6.6 2.9 2.5 1.8 1.6

Table F.8 Percent impact of the systematics uncertainties on the signal xdxhDh in Emiss
T > 400 GeV bin
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mx1_xxhhg5 mx65_xxhhg5 mx100_xxhhg5 mx500_xxhhg5 mx1000_xxhhg5
JetFlavBUp 11.8 11.7 11.6 12.7 12.8
JetFlavBDo -11.2 -11.1 -11.0 -12.0 -12.1
JESUp 2.4 1.6 1.7 1.0 0.9
JESDo -1.5 -1.4 -1.9 -1.1 -1.2
JER 0.3 -0.2 -0.1 -0.2 0.0
JMSUp -3.1 -2.2 -2.5 -1.2 -0.9
JMSDo 0.2 0.8 -0.4 -0.1 -0.2
JMR -1.9 -0.7 -1.1 -0.7 -0.6
Akt4JESUp 1.1 1.7 0.7 -1.0 -0.5
Akt4JESDo -2.0 -0.9 -1.3 0.6 0.9
Akt4JER -1.6 -0.3 0.1 -0.1 0.1
JVFUp 0.4 0.3 0.7 1.1 0.9
JVFDo -0.6 -0.5 -0.6 -0.4 -0.6
BCHUp 0.2 0.2 0.1 0.4 0.2
BCHDo -0.5 -0.5 -0.4 -0.5 -0.6
METScaleSoftTermsUp -0.6 0.1 -0.2 -0.1 -0.1
METScaleSoftTermsDo 0.1 0.8 0.4 0.2 0.1
METResoSoftTerms -0.5 -0.1 0.3 -0.1 -0.1
PileUp -1.9 -0.5 -0.6 -0.7 -1.0
PileDo -1.0 -0.1 -0.3 -0.3 -0.4
Total Sys. Up 12.9 12.2 12.1 12.9 12.9
Total Sys. Down 11.8 11.3 11.4 12.1 12.2
Stat_err_nominal 3.3 3.1 2.4 1.7 1.6

Table F.9 Percent impact of the systematics uncertainties on the signal xxhhg5 in Emiss
T > 400 GeV bin
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F.2 Systematic uncertainties for SR with Emiss
T > 400 GeV

mx1_xxhh mx65_xxhh mx100_xxhh mx500_xxhh mx1000_xxhh
JetFlavBUp 11.6 11.7 11.5 12.6 13.0
JetFlavBDo -11.0 -11.1 -11.0 -11.9 -12.3
JESUp 2.3 1.7 1.4 1.3 0.9
JESDo -2.0 -2.4 -2.1 -1.5 -1.1
JER -0.6 -0.8 -0.1 -0.4 -0.1
JMSUp -2.1 -1.8 -2.9 -1.5 -1.5
JMSDo 2.4 -1.2 0.6 -0.5 0.3
JMR -0.4 -2.6 -0.7 -1.0 -0.8
Akt4JESUp 0.8 2.4 1.0 -0.3 -0.7
Akt4JESDo -1.1 -1.9 -1.2 1.0 0.6
Akt4JER -1.6 0.2 -1.1 -0.3 0.4
JVFUp 0.4 0.3 1.1 0.7 0.8
JVFDo -1.0 -0.8 -0.5 -0.4 -0.3
BCHUp 0.0 0.2 0.5 0.3 0.3
BCHDo -0.1 -1.0 -0.5 -0.6 -0.5
METScaleSoftTermsUp -0.1 0.1 -0.1 -0.1 -0.2
METScaleSoftTermsDo 0.0 0.3 0.3 0.0 0.1
METResoSoftTerms -0.2 0.3 0.5 -0.1 -0.0
PileUp 1.3 -0.9 0.3 -0.3 -0.3
PileDo 0.5 -0.2 0.2 -0.1 -0.2
Total Sys. Up 12.3 12.5 12.2 12.8 13.2
Total Sys. Down 11.7 11.9 11.4 12.1 12.4
Stat_err_nominal 3.5 3.2 2.6 1.7 1.7

Table F.10 Percent impact of the systematics uncertainties on the signal xxhh in Emiss
T > 400 GeV bin
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F.3 Validation of the JES (JMS) uncertainty for large-R jets
for W+jets (diboson) background

W+jets

From Table F.1, a large JES uncertainty for large-R jet is observed for W+jets background.
This can be explained by looking at the large-R jet pT distribution in which all event selection
criteria are applied except jet pT cut. As can be seen in Figure F.1a the signal jet pT cut of 350
GeV is at the falling edge of the distribution. An increase in JES shifts a considerable amount
of lower pt jets to higher pt bin. On the other hand, effect of lower JES on large-R jet pt is less
profound.

While examining JES systematics uncertainties for W+jets background in Table F.6, a
stark contrast can be observed. Its value in Emiss

T > 400 GeV bin is clearly much less than
the corresponding number in Emiss

T > 300 GeVbin. The reason can be due to the fact that a
Emiss

T > 400 GeV cut practically makes the leading large-R jet pT distribution to plateau around
400 GeV. After all the event selections, the statistic is less and the distribution is considerably
flatter as illustrates in Figure F.1b. This renders the JES variation to have less effect.
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Fig. F.1 Leading large-R jet pT distribution in SR with Emiss
T > 300 GeV and Emiss

T > 400 GeV for MC
W+jets sample. All event selection criteria are applied except jet pT cut. The vertical dotted lines show
the cut value of large-R jet’s pT . Three distributions with systematic variation up (red), variation down
(blue) and nominal (black) are shown.
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F.3 Validation of the JES (JMS) uncertainty for large-R jets for W+jets (diboson)
background

Diboson

As shown in Table F.1, JMS systematic variation on diboson can be as large as ∼40%. This is
due to the fact that the lower jet mass boundary of 90 GeV falls right at the steep falling edge
of the large-R jet mass distribution. Changing the JMS up results in a large migration of lower
mass jet to higher jet mass bin and vice versa as can be seen in Figure F.2.
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Fig. F.2 Leading large-R jet mass distribution in SR with Emiss
T > 300 GeV for MC Diboson sample.

All event selection criteria are applied except jet mass cut. Two vertical dotted lines corresponds to the
boundary of the jet mass window. Three distibution with systematic variation up (red), variation down
(blue) and nominal (black) are shown.
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